Sets

n this initial chapter, you will be introduced to, or more than likely be reminded of, a

fundamental idea that occurs throughout mathematics: sets. Indeed, a set is an object
from which every mathematical structure is constructed (as we will often see in the
succeeding chapters). Although there is a formal subject called set theory in which the
properties of sets follow from a number of axioms, this is neither our interest nor our
need. It is our desire to keep the discussion of sets informal without sacrificing clarity.
It is almost a certainty that portions of this chapter will be familiar to you. Nevertheless,
it is important that we understand what is meant by a set, how mathematicians describe
sets, the notation used with sets, and several concepts that involve sets.

You’ve been experiencing sets all your life. In fact, all of the following are examples
of sets: the students in a particular class who have an iPod, the items on a shopping
list, the integers. As a small child, you learned to say the alphabet. When you did this,
you were actually listing the letters that make up the set we call the alphabet. A set
is a collection of objects. The objects that make up a set are called its elements (or
members). The elements of a softball team are the players; while the elements of the
alphabet are letters.

It is customary to use capital (upper case) letters (such as A, B,C, S, X,Y) to
designate sets and lower case letters (for example, a, b, c, s, x, y) to represent elements
of sets. If a is an element of the set A, then we write a € A; if a does not belong to A,
then we write a ¢ A.
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There will be many occasions when we (or you) will need to describe a set. The most im-
portant requirement when describing a set is that the description makes it clear precisely
which elements belong to the set.

If a set consists of a small number of elements, then this set can be described by
explicitly listing its elements between braces (curly brackets) where the elements are
separated by commas. Thus § = {1, 2, 3} is a set, consisting of the numbers 1, 2 and 3.
The order in which the elements are listed doesn’t matter. Thus the set S just mentioned
could be written as § = {3,2, 1} or § = {2, 1, 3}, for example. They describe the same
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set. If a set T consists of the first five letters of the alphabet, then it is not essential that
we write T = {a, b, c, d, e}; that is, the elements of T need not be listed in alphabet-
ical order. On the other hand, listing the elements of 7" in any other order may create
unnecessary confusion.

The set A of all people who signed the Declaration of Independence and later became
president of the United States is A = {John Adams, Thomas Jefferson} and the set B
of all positive even integers less than 20 is B = {2, 4,6, 8, 10, 12, 14, 16, 18}. Some
sets contain too many elements to be listed this way. Perhaps even the set B just given
contains too many elements to describe in this manner. In such cases, the ellipsis or
“three dot notation” is often helpful. For example, X = {1, 3, 5, ..., 49} is the set of all
positive odd integers less than 50, while Y = {2, 4, 6, ...} is the set of all positive even
integers. The three dots mean “and so on” for Y and “and so on up to” for X.

A set need not contain any elements. Although it may seem peculiar to consider sets
without elements, these kinds of sets occur surprisingly often and in a variety of settings.
For example, if S is the set of real number solutions of the equation x> + 1 = 0, then §
contains no elements. There is only one set that contains no elements, and it is called the
empty set (or sometimes the null set or void set). The empty set is denoted by (). We
also write ¥ = { }. In addition to the example given above, the set of all real numbers x
such that x?> < 0 is also empty.

The elements of a set may in fact be sets themselves. The symbol ¢ below indicates
the conclusion of an example.

The set S = {1,2,{1,2}, @} consists of four elements, two of which are sets, namely,
{1, 2} and @. If we write C = {1, 2}, then we can also write S = {1, 2, C, #}.

The set T = {0, {1, 2, 3}, 4, 5} also has four elements, namely, the three integers
0,4 and 5 and the set {1, 2, 3}. Even though 2 € {1, 2, 3}, the number 2 is not an element
of T, thatis,2 ¢ T. ¢

Often sets consist of those elements satisfying some condition or possessing some speci-
fied property. In this case, we can define such asetas S = {x : p(x)}, where, by this, we
mean that S consists of all those elements x satisfying some condition p(x) concerning
x. Some mathematicians write § = {x | p(x)}; that is, some prefer to write a vertical
line rather than a colon (which, by itself here, is understood to mean “such that”). For
example, if we are studying real number solutions of equations, then

S={r: (= Dx+2)x +3)=0}

is the set of all real numbers x such that (x — 1)(x + 2)(x + 3) = O; that is, § is the
solution set of the equation (x — 1)(x + 2)(x + 3) = 0. We could have written S =
{1, —2, —3}; however, even though this way of expressing S is apparently simpler, it
does not tell us that we are interested in the solutions of a particular equation. The
absolute value | x| of a real number x is x if x > 0; while |x| = —x if x < 0. Therefore,

T ={x: |x| =2}

is the set of all real numbers having absolute value 2, that is, T = {2, —2}. In the sets S
and T that we have just described, we understand that “x” refers to a real number x. If
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there is a possibility that this wouldn’t be clear to the reader, then we should specifically
say that x is a real number. We’ll say more about this soon. The set

P = {x : x has been a president of the United States}

describes, rather obviously, all those individuals who have been president of the United
States. So Abraham Lincoln belongs to P but Benjamin Franklin does not.

Let A =1{3,4,5,...,20}. If B denotes the set consisting of those elements of A that are
less than 8, then we can write

B={xeA: x <8 =(3,45,67). ¢

Some sets are encountered so often that they are given special notation. We use N
to denote the set of all positive integers (or natural numbers); thatis, N = {1,2,3,...}.
The set of all integers (positive, negative, and zero) isdenoted by Z. SoZ = {..., =2, —1,
0, 1,2, ...}. With the aid of the notation we’ve just introduced, we can now describe the
set E ={...,—4,-2,0,2,4,...} of even integers by

E ={y: yisaneveninteger} or E = {2x : x is an integer}, or as
E={y: y=2xforsomex € Z} or £E ={2x: x € Z}.
Also,
S = {x?:xisaninteger} = {x>: x € Z} ={0,1,4,9, ...}

describes the set of squares of integers.
The set of real numbers is denoted by R, and the set of positive real numbers is
denoted by R™. A real number that can be expressed in the form %, where m, n € Z and

n # 0, is called a rational number. For example, %, T—IS , 17 = ¥ and % are rational
numbers. Of course, 4/6 = 2/3. The set of all rational numbers is denoted by Q. A real
number that is not rational is called irrational. The real numbers /2, /3, \3/5, 7 and e
are known to be irrational; that is, none of these numbers can be expressed as the ratio of
two integers. It is also known that the real numbers with (infinite) nonrepeating decimal
expansions are precisely the irrational numbers. There is no common symbol to denote
the set of irrational numbers. We will often use I for the set of all irrational numbers,
however. Thus, \/5 € Rand \/5 ¢ Q; so «/E el

For a set S, we write |S| to denote the number of elements in S. The number
|S| is also referred to as the cardinal number or cardinality of S. If A = {1, 2} and
B ={1,2,{1,2},0}, then |A| =2 and |B| = 4. Also, || = 0. Although the notation is
identical for the cardinality of a set and the absolute value of a real number, we should
have no trouble distinguishing between the two. A set S is finite if |[S| = n for some
nonnegative integer n. A set S is infinite if it is not finite. For the present, we will use
the notation |S| only for finite sets S. In Chapter 10, we will discuss the cardinality of
infinite sets.

Let’s now consider a few examples of sets that are defined in terms of the special
sets we have just described.
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Example13 LetD={neN: n<9},E={xeQ:x<9},H={xeR: x>—2=0}andJ =

Solution

Example 1.4

Solution

(xeQ: x>—-2=0}.

(a) Describe the set D by listing its elements.

(b) Give an example of three elements that belong to £ but do not belong to D.
(c) Describe the set H by listing its elements.

(d) Describe the set J in another manner.

(e) Determine the cardinality of each set D, H and J.

@) D={1,2,3,4,56,7,8,09}.

(b) £,0,-3.

(© H={V2,—V2}.

d J=0

(e) |D|=9,|H|=2and|J|=0. ¢

In which of the following sets is the integer —2 an element?

S ={-1,-2,{—1}, {2}, {—-1,-2}}, S ={x e N: —x € N},
Ss={xeZ:x>=2"},Sa={xeZ:|x|=—x}

Ss = {{—1, -2}, {=2, -3}, {—1, -3}}.

The integer —2 is an element of the sets S; and Sy. For Sy, | — 2| = 2 = —(—2). The set
S» = . Since (—2)* = 4 and 272 = 1/4, it follows that —2 ¢ S3. Because each element
of Ss is a set, it contains no integers. ¢

A complex number is a number of the form a + bi, where a, b € Randi = J—1.
A complex number a + bi where b = 0, can be expressed as a@ + 0i or, more simply, as
a. Hence a + 0i = a is areal number. Thus every real number is a complex number. Let
C denote the set of complex numbers. If K = {x € C: x>+ 1 =0}, then K = {i, —i}.
Of course, if L = {x € R: x> 4+ 1 = 0}, then L = . You might have seen that the sum
of two complex numbers a + bi and ¢ + di is (a + ¢) + (b + d)i, while their product is

(a + bi) - (¢ +di) = ac + adi + bci + bdi? = (ac — bd) + (ad + bo)i.

The special sets that we’ve just described are now summarized below:

symbol for the set of
N natural numbers (positive integers)
Z integers
Q rational numbers
I irrational numbers
R real numbers
C complex numbers
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1.2 Subsets ]

Example 1.5

Solution

Example 1.6

Solution

A set A is called a subset of a set B if every element of A also belongs to B. If A is a
subset of B, then we write A C B.If A, B and C are sets suchthat A € Band B C C,
then A C C. To see why this is so, suppose that some element x belongs to A. Because
A C B, it follows that x € B. But B € C, which implies that x € C. Therefore, every
element that belongs to A also belongs to C andso A € C. This property of subsets might
remind you of the property of real numbers where if @, b, c € R such thatif a < b and
b <c,thena < c. Forthe sets X ={1,3,6}and Y ={1,2,3,5,6}, we have X C Y.
Also, N € Z and Q € R. In addition, R € C. Since Q € R and R C C, it therefore
follows that Q € C. Moreover, every set is a subset of itself.

Find two sets A and B such that A is both an element of and a subset of B.

Suppose that we seek two sets A and B such that A € B and A C B. Let’s start with
a simple example for A, say A = {1}. Since we want A € B, the set B must contain
the set {1} as one of its elements. On the other hand, we also require that A C B, so
every element of A must belong to B. Since 1 is the only element of A, it follows that B
must also contain the number 1. A possible choice for B is then B = {1, {1}}, although
B = {1, 2, {1}} would also satisfy the conditions. ¢

In the following example, we will see how we arrive at the answer to a question
asked there. This is a prelude to logic, which will be discussed in Chapter 2.

Two sets A and B have the property that each is a subset of {1,2,3,4,5} and |A| =
|B| = 3. Furthermore,

(a) 1 belongs to A but not to B.
(b) 2 belongs to B but not to A.
(c) 3 belongs to exactly one of A and B.
(d) 4 belongs to exactly one of A and B.
(e) 5 belongs to at least one of A and B.

What are the possibilities for the set A?

By (a)and (b), 1 € Aand 1 ¢ B, while 2 € B and 2 ¢ A. By (c), 3 belongs to A or B
but not both. By (d), 4 belongs to A or B but not both. If 3 and 4 belong to the same
set, then either 3 and 4 both belong to A or 3 and 4 both belong to B. Should it occur
that 3€ Aand4 € A, then 1 ¢ B,3 ¢ B and 4 ¢ B. This means that |B| # 3. On the
other hand, if 3 € B and 4 € B, then 3 ¢ A and 4 ¢ A. Therefore, A contains none of
2,3 and 4 and so |A| #£ 3. We can therefore conclude that 3 and 4 belong to different
sets. The only way that |A| = |B| = 3 is for 5 to belong to both A and B and so either
A=1{1,350orA=1{1,45). ¢

If a set C is not a subset of a set D, then we write C € D. In this case, there must
be some element of C that is not an element of D. One consequence of this is that the
empty set J is a subset of every set. If this were not the case, then there must be some



1.2  Subsets 19

set A such that # Z A. But this would mean there is some element, say x, in {J that is
not in A. However, ¥ contains no elements. So § C A for every set A.

Example 1.7 Let S = {1, {2}, {1, 2}}.

Solution

(a) Determine which of the following are elements of S:
L {1}, 2, {2}, {1, 2}, {{1, 2}}.
(b) Determine which of the following are subsets of S:

{11123, {1, 2, {{1}, 23, {1, {23}, {1}, {23, ({1, 2}

(a) The following are elements of S: 1, {2}, {1, 2}.
(b) The following are subsets of S: {1}, {1, {2}}, {{1, 2}}. ¢

In a typical discussion of sets, we are ordinarily concerned with subsets of some
specified set U, called the universal set. For example, we may be dealing only with
integers, in which case the universal set is Z, or we may be dealing only with real
numbers, in which case the universal set is R. On the other hand, the universal set being
considered may be neither Z nor R. Indeed, U may not even be a set of numbers.

Some frequently encountered subsets of R are the so-called “intervals,” which you
have no doubt encountered often. For @, b € R and a < b, the open interval (a, b) is
the set

(a,b)={xeR: a<x <b}.

Therefore, all of the real numbers % V5, e, 3, 7,499 belong to (2, 5), but none of the

real numbers \/i, 1.99, 2, 5 belong to (2, 5).
Fora, b € R and a < b, the closed interval [a, b] is the set

[a,p]={x e R: a <x < b}.

While 2,5 ¢ (2,5), wedohave 2, 5 € [2, 5]. The “interval” [a, a] is therefore {a}. Thus,
fora < b, wehave (a, b) C [a, b]. Fora, b € Randa < b, the half-open or half-closed
intervals [a, b) and (a, b] are defined as expected:

[a,p))={xeR:a<x<bland(a,hb]={x e R: a < x <b}.

For a € R, the infinite intervals (—o0, a), (—00, a], (a, o0) and [a, oo) are defined
as

(—o0,a)={xeR: x <a}, (—o0,al={x e R: x <a},
(a,00)={xeR: x>a}, [a,00)={xeR: x>a}

The interval (—oo, 0o) is the set R. Note that the infinity symbols co and —oco are not
real numbers; they are only used to help describe certain intervals. Therefore, [1, oo],
for example, has no meaning.

Two sets A and B are equal, indicated by writing A = B, if they have exactly the
same elements. Another way of saying A = B 1is that every element of A is in B and
every element of B is in A, thatis, A € B and B C A. In particular, whenever some
element x belongs to A, then x € B because A C B. Also, if y is an element of B, then
because B C A, it follows that y € A. That is, whenever an element belongs to one of
these sets, it must belong to the other and so A = B. This fact will be very useful to us
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Example 1.8

Solution

Figure 1.1  Venn diagrams for two sets A and B

in Chapter 4. If A # B, then there must be some element belonging to one of A and B
but not to the other.

It is often convenient to represent sets by diagrams called Venn diagrams. For
example, Figure 1.1 shows Venn diagrams for two sets A and B. The diagram on the left
represents two sets A and B that have no elements in common, while the diagram on the
right is more general. The element x belongs to A but not to B, the element y belongs
to B but not to A, the element z belongs to both A and B, while w belongs to neither A
nor B. In general, the elements of a set are understood to be those displayed within the
region that describes the set. A rectangle in a Venn diagram represents the universal set
in this case. Since every element under consideration belongs to the universal set, each
element in a Venn diagram lies within the rectangle.

A set A is a proper subset of a set B if A C B but A # B. If A is a proper subset
of B, then we write A C B. For example, if S = {4,5,7} and T = {3, 4,5, 6, 7}, then
S C T. (Although we write A C B to indicate that A is a proper subset of B, it should
be mentioned that some prefer to write A C B to indicate that A is a proper subset of
B. Indeed, there are some who write A C B, rather than A C B, to indicate that A is a
subset of B. We will follow the notation introduced above, however.)

The set consisting of all subsets of a given set A is called the power set of A and is
denoted by P(A).

For each set A below, determine P(A). In each case, determine |A| and |P(A)|.
(@ A=¢, (b) A={a,b}, () A={1,2,3}.

(a) P(A) = {0}. In this case, |A| =0 and |P(A)| = 1.
(b) P(A) = {0, {a}, {b}, {a, b}}. In this case, |A| = 2 and |P(A)| = 4.

() P(A) =1{0, {1}, {2}, (3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}.
In this case, |[A| = 3 and |P(A)| = 8. ¢

Notice that for each set A in Example 1.8, we have |P(A)| = 24!, In fact, if A is
any finite set, with n elements say, then P(A) has 2" elements; that is,
[P(A)] =21

for every finite set A. (Later we will explain why this is true.)
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If C = {0, {#}}, then

PC) = {0, {9}, ({4}}. {9, (9}}}.

It is important to note that no two of the sets , {#} and {{}} are equal. (An empty box
and a box containing an empty box are not the same.) For the set C above, it is therefore
correct to write

pcC,pcC,VeC,{PcC,{¥}CC,{¥}eC,

as well as

{23} < C, {{9}} ¢ C. {{¥}} € P(C). ¢

1.3 Set Operations ]

Example 1.10

Just as there are several ways of combining two integers to produce another integer
(addition, subtraction, multiplication and sometimes division), there are several ways to
combine two sets to produce another set. The union of two sets A and B, denoted by
A U B, is the set of all elements belonging to A or B, that is,

AUB ={x: xe Aorx € B}.
The use of the word “or” here, and in mathematics in general, allows an element of
A U B to belong to both A and B. Thatis, x isin AU B if x isin A or x isin B or x is
in both A and B. A Venn diagram for A U B is shown in Figure 1.2.
For the sets A = {2,5,7,8}, A, ={1,3,5} and A5 = {2, 4, 6, 8}, we have
A1UA; =1{1,2,3,5,7,8},
A] U A3 == {27 4’ 59 67 7’ 8}5
Ay UA; =1{1,2,3,4,5,6,8}.
Also, NUZ =Z and QUI = R. ¢
The intersection of two sets A and B is the set of all elements belonging to both A
and B. The intersection of A and B is denoted by A N B. In symbols,
ANB={x: xe Aand x € B}.

A Venn diagram for A N B is shown in Figure 1.3.

A B

Figure 1.2 A Venn diagram for AU B
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Example 1.11

Example 1.12

Figure 1.3 A Venn diagram for AN B

For the sets Ay, Ay and Aj described in Example 1.10,
A1 ﬁAz ={5},A1 ﬂA3 ={2,8}andAzﬂA3 = 0.
Also,NNZ =Nand QNR = Q. ¢

For every two sets A and B, it follows that
ANB C AUB.

To see why this is true, suppose that x is an element belonging to A N B. Then x belongs
to both A and B. Since x € A, for example,x e AUBandso ANB C AUB.

If two sets A and B have no elements in common, then AN B = () and A and B
are said to be disjoint. Consequently, the sets A, and A3 described in Example 1.10 are
disjoint; however, A and A3 are not disjoint since 2 and 8 belong to both sets. Also, Q
and I are disjoint.

The difference A — B of two sets A and B (also written as A \ B by some mathe-
maticians) is defined as

A—B={x:xe€Aandx ¢ B}.

A Venn diagram for A — B is shown in Figure 1.4.

For the sets Ay = {2,5,7,8}and A, = {1, 3,5} in Examples 1.10and 1.11, A} — A, =
{2,7,8}and A, — Ay = {1, 3}. Furthermore, R — Q =L ¢

Figure 1.4 A Venn diagram for A — B
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(+)

Figure 1.5 A Venn diagram for A

Example1.13 ForA={xeR: |x|<3},B={xe€R: |[x|>2}andC ={xeR: |x —1]| <4}

(a) Express A, B and C using interval notation.
(b) Determine ANB,A—B,BNC,BUC,B —C and C — B.

Solution

(@) A=[-3,3],B=(—00,-2)U(2,00)and C = [-3, 5].
b)) ANB=[-3,-2)U22,3,A—B=[-2,2],BNC =[-3,-2)U(2, 5],
BUC =(—00,0),B —C =(—00,—-3)U(5,00)and C — B =[-2,2]. ¢

Suppose that we are considering a certain universal set U, that is, all sets being
discussed are subsets of U . For a set A, its complement is

A=U—-A={x:xeUandx ¢ A}.

IfU =Z,then N = {0, —1, =2, ...}; while if U = R, then Q = I. A Venn diagram for
A is shown in Figure 1.5.

The set difference A — B is sometimes called the relative complement of B in
A. Indeed, from the definition, A— B ={x : x € A and x ¢ B}. The set A — B can
also be expressed in terms of complements, namely, A — B = A N B. This fact will be
established later.

Example 1.14 Let U ={1,2, ..., 10} be the universal set, A =1{2,3,5,7} and B = {2,4, 6, 8, 10}.
Determine each of the following:

@ B, (b A—B, () ANB, (d) B.

Solution () B=1{1,3,5,7,9}.
b) A—B=1{3,57}
(c) ANB=1{3,5,77=A—B.
d B=B=1{2468,10). ¢

Example 1.15 Let A = {0, {0}, {0, {0}}}.

(a) Determine which of the following are elements of A: 0, {0}, {{0}}.
(b) Determine |A|.
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(©)

(d)
(e)
()
(2
(h)
(1)

Solution (a)

(b)
(©)

(d)
(e)
()
(€9)

(h)
®

=

Determine which of the following are subsets of A: 0, {0}, {{0}}.
For (d)-(i), determine the indicated sets.

{0}NA
Hopna
{tojinA
{0jUA
{opu A
{{o}}} U A.

While 0 and {0} are elements of A, {{0}} is not an element of A.
The set A has three elements: 0, {0}, {0, {0}}. Therefore, |A| = 3.

The integer O is not a set and so cannot be a subset of A (or a subset of any
other set). Since 0 € A and {0} € A, it follows that {0} C A and {{0}} C A.

Since 0 is the only element that belongs to both {0} and A, it follows that
{0} N A = {0}

Since {0} is the only element that belongs to both {{0}} and A, it follows that
{{o}} N A = {{0}}.

Since {{0}} is not an element of A, it follows that {{{0}}} and A are disjoint
sets and so {{{0}}} N A = ¢.

Since 0 € A, it follows that {0} U A = A.
Since {0} € A, it follows that {{0}} U A = A.
Since {{0}} ¢ A, it follows that {{{0}}} U A = {0, {0}, {{0}}, {0, {0}}}.

1.4 Indexed Collections of Sets J

We will often encounter situations where more than two sets are combined using the set
operations we described earlier. In the case of three sets A, B and C, the standard Venn
diagram is shown in Figure 1.6.

C

Figure 1.6 A Venn diagram for three sets
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The union A U B U C is defined as
AUBUC={x:xe€AorxeBorx eC}.

Thus, in order for an element to belong to A U B U C, the element must belong to at
least one of the sets A, B and C. Because it is often useful to consider the union of
several sets, additional notation is needed. The union of the n > 2 sets A;, Az, ..., A,
is denoted by AfU A, U---UA, or Ule A; and is defined as

UAi:{x: x € A;forsomei,1 <i <nj}.

i=1

Thus, for an element a to belong to | J!_; A;, it is necessary that a belongs to at least one
of the sets Ay, As, ..., A,.

Example 1.16 Let By ={1,2}, B, ={2,3},..., Biyo = {10, 11}, that is, B; ={i,i + 1} for i =
1,2,...,10. Determine each of the following:

5 10 7 k
@ [ JB. ® (JBi. © | JBi. @ |JBi.wherel < j<k<10.
i=1 i=1 i=3

i=j

5 10
Solution @ | JBi={1.2.....6). b [JB=(1.2....11}
i=1 i=1
7 k
© |JB=08.4...8. @ |JB=0U.j+1....k+1}. ¢
i=3 i=j

We are often interested in the intersection of several sets as well. The intersection
of the n > 2 sets Ay, Ay, ..., Ay isexpressedas Ay N A, N---N A, or ﬂ;z:l A; and is
defined by

n
ﬂAi ={x: x € A;foreveryi, 1 <i < n}.
i=1

The next example concerns the sets mentioned in Example 1.16.

Example 1.17 Let B; = {i,i + 1} fori = 1,2, ..., 10. Determine the following:

10 Jj+1
@ ()Bi- (®)BiNBiyr. () )Biwherel < j < 10.
i=1

i=j

k
(d) [ Bi where 1 < j < k < 10.
i=j

10 j+l1
Solution @ (Bi=0. (b BiNB={i+1}. © [|B={+1l.
i=1 i=j
k k
@ (B =1{j+1}ifk=j+1; while (| B =0ifk > j + 1. ¢
i=j

i=j
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Example 1.18

Example 1.19

Example 1.20

There are instances when the union or intersection of a collection of sets cannot be
described conveniently (or perhaps at all) in the manner mentioned above. For this reason,
we introduce a (nonempty) set /, called an index set, which is used as a mechanism for
selecting those sets we want to consider. For example, for an index set /, suppose that
there is a set S, for each a € I. We write {S,}vecs to describe the collection of all sets
S«, where a € I. Such a collection is called an indexed collection of sets. We define the
union of the sets in {Sy }ye; by

US ={x: xeS, forsomewa e I},

ael

and the intersection of these sets by

ﬂs ={x:xeS,foralla eI}

ael

Hence an element a belongs to J,.; Sy if @ belongs to at least one of the sets in
the collection {Sy}yes, While a belongs to (),.; S« if a belongs to every set in the
collection {S,}qcr. We refer to Uae ; So as the union of the collection {Sy}ces and
ﬂae ; So as the intersection of the collection {Sy}qes. Just as there is nothing special
about our choice of i in (J]_, A; (that is, we could just as well describe this set by
U';zl Aj, say), there is nothing special about « in | ., So. We could also describe this
set by U, Sx- The variables i and « above are dummy variables and any appropriate
symbol could be used. Indeed, we could write J or some other symbol for an index
set.

For n € N, define S,, = {n, 2n}. For example, S, = {1, 2}, S, = {2, 4} and S4 = {4, 8}.
Then S1U S, U Sy = {1, 2,4, 8}. We can also describe this set by means of an index set.
Ifwelet I = {1,2,4}, then

Usazslusw&. ¢

ael

For each n € N, define A, to be the closed interval [—}%, %] of real numbers; that is,

1 1
A, =1xeR: —— <x < —;.

n n
So Ay =[-1,1], A, = [— %, %], Az = [— %, %] and so on. We have now defined the
sets Ay, Ay, As, .... The union of these sets can be written as A} U A, U AU --- or
U, Ai. Using N as an index set, we can also write this union as |,y An. Since
A, € A; =[—1, 1] for every n € N, it follows that UHGN A, =[—1,1]. Certainly, 0 €
A, for every n € N, in fact, (), An = {0}. ¢

Let A denote the set of the letters of the alphabet, that is, A = {a, b, ..., z}. Fora € A,
let A, consist of o and the two letters that follow a.So A, = {a, b, c}and A, = {b, ¢, d}.
By A,,wewillmeanthe set{y, z,a}and A, = {z, a, b}. Hence|A,| = 3foreverya € A.
Therefore | J,., Aa = A. Indeed, if

B={a,d, g, j,m, p,s,v,y}
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then \J,.p Aa = A as well. On the other hand, if I ={p,q,r}, then |J,.; Aa =
{paq,’”»S, t} Whlle magl AO( ={r}' ‘

Let S ={1,2,...,10}. Each of the sets
S1=1{1,2,3,4}, 8, ={4,5,6,7,8} and S3 = {7, 8, 9, 10}
isasubsetof S. Also, S1 U S, U S3 = §. This union can be described in a number of ways.

Define I = {1,2,3} and J = {S1, S2, S3}. Then the union of the three sets belonging to
J is precisely S U Sy U S3, which can also be written as

3
S=51US2US3=US,'=USQ=UX. ¢
i=1

ael XeJ

1.5 Partitions of Sets J

Example 1.22

Recall that two sets are disjoint if their intersection is the empty set. A collection S of
subsets of a set A is called pairwise disjoint if every two distinct subsets that belong to S
are disjoint. For example, let A = {1,2,...,7}, B ={1,6},C ={2,5}, D = {4,7} and
S ={B, C, D}. Then S is a pairwise disjoint collection of subsets of A since BNC =
BND =CnND=@. On the other hand, let A’ = {1,2,3}, B’ ={1,2}, C' ={1, 3},
D’ ={2,3} and S’ = {B’, C’, D'}. Although S’ is a collection of subsets of A" and
B'NC’'N D' = @,theset S’ is not apairwise disjoint collection of sets since B’ N C’ # @,
for example. Indeed, B’ N D’ and C' N D’ are also nonempty.

We will often have the occasion (especially in Chapter 8) to encounter, for a
nonempty set A, a collection S of pairwise disjoint nonempty subsets of A with the
added property that every element of A belongs to some subset in S. Such a collection
is called a partition of A. A partition of A can also be defined as a collection & of
nonempty subsets of A such that every element of A belongs to exactly one subset in S.
Furthermore, a partition of A can be defined as a collection S of subsets of A satisfying
the three properties:

(1) X #@foreveryset X € S;
(2) foreverytwosets X,Y € S,either X =Y orXNY =0;

(3) Uxes X = A.
Consider the following collections of subsets of the set A = {1, 2,3,4,5, 6}:

S1={{1.3,6}, {2, 4}, {5}};
S> = {{1,2,3}, {4}, 4. {5, 6}};
S3 = {{1,2},{3,4,5}, {5, 6}};
Sa = {{1,4}, {3, 5}, {2}}.

Determine which of these sets are partitions of A.
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Solution

Example 1.23

Figure 1.7 A partition of a set

The set S; is a partition of A. The set S, is not a partition of A since ¥ is one of the
elements of S,. The set S3 is not a partition of A either since the element 5 belongs to
two distinct subsets in S3, namely, {3, 4, 5} and {5, 6}. Finally, S, is also not a partition
of A because the element 6 belongs to no subset in S. ¢

As the word partition probably suggests, a partition of a nonempty set A is a division
of A into nonempty subsets. The partition S; of the set A in Example 1.22 is illustrated
in the diagram shown in Figure 1.7.

For example, the set Z of integers can be partitioned into the set of even integers
and the set of odd integers. The set R of real numbers can be partitioned into the set R*
of positive real numbers, the set of negative real numbers and the set {0} consisting of
the number 0. In addition, R can be partitioned into the set Q of rational numbers and
the set I of irrational numbers.

Let A=1{1,2,...,12).

(a) Give an example of a partition S of A such that |S| = 5.
(b) Give an example of a subset T of the partition S in (a) such that |T'| = 3.
(c) List all those elements B in the partition S in (a) such that |B| = 2.

Solution (a) We are seeking a partition S of A consisting of five subsets. One such
example is
S ={{L,2},{3,4}, {5, 6}, {7, 8,9}, {10, 11, 12}}.

(b) We are seeking a subset T of S (given in (a)) consisting of three elements.

One such example is
T ={{1,2},{3,4},{7,8,9}}.

(c) We have been asked to list all those elements of S (given in (a)) consisting of

two elements of A. These elements are: {1, 2}, {3, 4}, {5, 6}. ¢
[ 1.6 Cartesian Products of Sets J

We’ve already mentioned that when a set A is described by listing its elements, the order
in which the elements of A are listed doesn’t matter. That is, if the set A consists of two
elements x and y, then A = {x, y} = {y, x}. When we speak of the ordered pair (x, y),
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however, this is another story. The ordered pair (x, y) is a single element consisting of a
pair of elements in which x is the first element (or first coordinate) of the ordered pair
(x, y) and y is the second element (or second coordinate). Moreover, for two ordered
pairs (x, y) and (w, z) to be equal, that is, (x, y) = (w, z), we must have x = w and
y = z. S0, if x #£ y, then (x, y) # (y, Xx).

The Cartesian product (or simply the product) A x B of two sets A and B is the
set consisting of all ordered pairs whose first coordinate belongs to A and whose second
coordinate belongs to B. In other words,

Ax B =1{(a,b): ae€ Aand b € B}.

Example 1.24 If A = {x, y} and B = {1, 2, 3}, then
Ax B ={(x,1),(x,2),(x,3),(y, D, 2),,3)},
while
B x A={(1,x),(1,y),(2,x),(2,y),3,x), 3, y)}

Since, for example, (x,1) € A x B and (x, 1) ¢ B X A, these two sets do not contain
the same elements; so A X B # B x A. Also,

AxXA={x,x),(x,y), x), 0 ¥y}

and
B xB={(1,1),(1,2),(,3),2,1),(2,2),(2,3),(3,1),3,2), (3, 3)}. ¢

We also note thatif A =@ or B =0,then A x B = .
The Cartesian product R x R is the set of all points in the Euclidean plane. For
example, the graph of the straight line y = 2x + 3 is the set

{(x,y) e RxR: y=2x+3}.

For the sets A={x, y} and B={1, 2, 3} given in Example 1.24, |A| = 2 and |B| = 3,
while |A x B| = 6. Indeed, for all finite sets A and B,

|A x B| = [A]-|B].

Cartesian products will be explored in more detail in Chapter 7.

EXERCISES FOR CHAPTER 1

Section 1.1: Describing a Set
1.1. Which of the following are sets?
(@ 1,2,3
(b) {1,2},3
() {{1}.2}.3

(d) {1, {2}, 3}
(e) {1,2,a,b}.
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1.2.

1.3.

1.4.

L.5.

1.6.

1.7.

1.8.

Chapter 1  Sets

Let S = {-2,—1,0, 1, 2, 3}. Describe each of the following sets as {x € S : p(x)}, where p(x) is some
condition on x.

(@ A={1,2,3}
(b) B =1{0,1,2,3}
© C={-2-1}

d D=1{-2,2,3}

Determine the cardinality of each of the following sets:

@@ A=1{1,2,3,4,5)

(b) B ={0,2,4,...,20}
() C = {25,26,27,...,75)
(d) D ={{1,2},{1,2,3,4}}
(e) E={/}

(H F=1{2,{2,3,4}}

Write each of the following sets by listing its elements within braces.

@ A={neZ: —4<n<4}

b) B={nelZ: n*><5)

() C={neN: n®<100}

(d D={xeR: x>—x =0}

() E={xeR: x>+1=0}

Write each of the following sets in the form {x € Z : p(x)}, where p(x) is a property concerning x.
(a) A={-1,-2,-3,...}

(b) B={-3,-2,...,3}

(C) C = {_29 _17 17 2}

The set E = {2x : x € Z} can be described by listing its elements, namely £ = {..., —4, —-2,0,2,4,...}.
List the elements of the following sets in a similar manner.

(@ A={2x+1: xeZ}

(b) B={4n: neZ}

c)C={3¢g+1: geZ}

Theset E ={...,—4,—-2,0,2,4, ...} of even integers can be described by means of a defining condition
by E ={y =2x: x € Z} = {2x : x € Z}. Describe the following sets in a similar manner.

(g A={..,—4,-1,2,5,8,...}

(b) B={...,—10,-5,0,5,10,...}

(c) C ={1,8,27,64,125, ...}

LetA={neZ: 2<|n<4},B={x€Q: 2<x <4},

C={xeR: x2—Q2+V2x+2V/2=0and D ={x € Q: x2 — 2+ /2)x +2/2=0).

(a) Describe the set A by listing its elements.

(b) Give an example of three elements that belong to B but do not belong to A.

(c) Describe the set C by listing its elements.

(d) Describe the set D in another manner.

(e) Determine the cardinality of each of the sets A, C and D.
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1.9. For A ={2,3,5,7,8,10, 13}, let
B={xeA: x=y+z wherey,z€ A}andC ={r € B: r +s € B for some s € B}.

Determine C.

Section 1.2: Subsets

1.10. Give examples of three sets A, B and C such that
(a) ACBCC
(b) AeB,BeCand A ¢C
(c) Ae Band A C C.
1.11. Let (a, b) be an open interval of real numbers and let ¢ € (a, b). Describe an open interval I centered at ¢
such that I C (a, b).
1.12. Which of the following sets are equal?
A={nel: |n|l <2} D={nel: n*<1)}
B={nel: n’=n) E={-1,0,1}.
C={neZ: n®><n)
1.13. For auniversal set U = {1,2,...,8} and two sets A = {1, 3,4, 7} and B = {4, 5, 8}, draw a Venn diagram
that represents these sets.
1.14. Find P(A) and |P(A)| for
(a) A=1{1,2}
() A={0,1,{a}}.
1.15. Find P(A) for A = {0, {0}}.
1.16. Find P(P({1})) and its cardinality.

1.17. Find P(A) and |P(A)| for A = {0, 4, {/4}}.
1.18. For A ={x: x =0orx € P({0})}, determine P(A).
1.19. Give an example of a set S such that
(@) $ < P(N)
(b) S € P(N)
(c) SCP(N)and |S| =5
(d SePN)and |S| =5
1.20. Determine whether the following statements are true or false.
(a) If {1} € P(A),then1 € Abut {1} ¢ A.
(b) If A, B and C are sets such that A C P(B) C C and |A| = 2, then |C| can be 5 but |C| cannot be 4.
(c) If a set B has one more element than a set A, then P(B) has at least two more elements than P(A).
(d) If four sets A, B, C and D are subsets of {1, 2, 3} such that |A| = |B| = |C| = |D| = 2, then at least
two of these sets are equal.
1.21. Three subsets A, B and C of {1, 2, 3, 4, 5} have the same cardinality. Furthermore,

(a) 1 belongsto A and B but not to C.

(b) 2 belongs to A and C but not to B.

(c) 3 belongs to A and exactly one of B and C.
(d) 4 belongs to an even number of A, B and C.
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(e) 5 belongs to an odd number of A, B and C.
(f) The sums of the elements in two of the sets A, B and C differ by 1.

What is B?

Section 1.3: Set Operations

1.22.

1.23.

1.24.
1.25.

1.26.

1.27.

1.28.

1.29.

1.30.

1.31.

LetU = {1, 3, ..., 15} be the universal set, A = {1, 5,9, 13}, and B = {3, 9, 15}. Determine the following:
(@) AUB (b)) ANB (c)A—B (d)B—A (e) A (f) ANB.

Give examples of two sets A and B such that |A — B| = |A N B| = |B — A| = 3. Draw the accompanying
Venn diagram.

Give examples of three sets A, B and C suchthat B # C but B — A =C — A.

Give examples of three sets A, B and C such that
(@ AeB,ACCandB<ZC

(b BeA,BCCandANC #0

(co AeB,BCCand A¥ZC.

Let U be a universal set and let A and B be two subsets of U. Draw a Venn diagram for each of the
following sets.

(@) AUB () ANB () ANB (d) AUB.

What can you say about parts (a) and (b)? parts (c) and (d)?

Give an example of a universal set U, two sets A and B and accompanying Venn diagram such that
[ANB|=|A—B|=|B—A|=|AUB|=2.

Let A, B and C be nonempty subsets of a universal set U. Draw a Venn diagram for each of the following
set operations.

(a) (C—B)UA

(b) CN(A — B).

Let A = {0, {0}, {{4}}}.

(a) Determine which of the following are elements of A: @, {#}, {0, {#}}}.
(b) Determine |A]|.

(c) Determine which of the following are subsets of A: @, {#1}, {@, {#}}.
For (d)—(i), determine the indicated sets.

(ddNA

(e) {9IN A

{9, (V1N A

(g UA

(h) (A} U A

1) {4, {2}y U A.

LetA={xeR: |x—1]<2},B={xeR: |[x|>1}andC ={x e R: |x +2| <3}.

(a) Express A, B and C using interval notation.

(b) Determine each of the following sets using interval notation:
AUB,ANB,BNC,B—C.

Give an example of four different sets A, B, C and D such that (1) AUB = {1,2}and C N D = {2, 3} and
(2) if B and C are interchanged and U and N are interchanged, then we get the same result.
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1.33.

1.34.

1.35.
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Give an example of four different subsets A, B, C and D of {1, 2, 3, 4} such that all intersections of two
subsets are different.

Give an example of two nonempty sets A and B such that {A U B, AN B, A — B, B — A} is the power set
of some set.

Give an example of two subsets A and B of {1, 2, 3} such that all of the following sets are different: A U B,
AUB,AUB,AUB,ANB,ANB,ANB,ANB.

Give examples of a universal set U and sets A, B and C such that each of the following sets contains
exactly one element: ANBNC,(ANB)—C,(ANC)—B,BNC)—A,A—(BUC),B—-—(AUC(C),
C —(AUB), AU B UC. Draw the accompanying Venn diagram.

Section 1.4: Indexed Collections of Sets

1.36.

1.37.
1.38.

1.39.

1.40.

1.41.

1.42.

1.43.
1.44.

1.45.

For a real number r, define S, to be the interval [r — 1, r + 2]. Let A = {1, 3, 4}. Determine |_J
maeA SO!'
Let A={1,2,5},B=1{0,2,4},C ={2,3,4} and S = {A, B, C}. Determine | Jy s X and [y g X.

For a real number r, define A, = {r?}, B, as the closed interval [r — 1,7 + 1] and C, as the interval (r, c0).
For § = {1, 2, 4}, determine

(a) UaeS AO‘ and moteS AO‘
(b) Uyes Be and ()5 Ba
(C) UaeS CD‘ and ﬂaeS CO“
Let A ={a, b, ..., z} be the set consisting of the letters of the alphabet. For o € A, let A, consist of « and

the two letters that follow it, where A, = {y, z,a} and A, = {z, a, b}. Find aset § C A of smallest
cardinality such that | J,.; Ay = A. Explain why your set S has the required properties.

Sy and

aeA

Fori € Z,let A; = {i — 1,i + 1}. Determine the following:
5

5 5
@ [JAax ® Jainan) © [JAwuo N Ax).
i=1 i=1 i=1
For each of the following, find an indexed collection {A, },cN of distinct sets (that is, no two sets are equal)
satisfying the given conditions.

(@ (= A, ={0}and ;2 A, = [0, 1]
®) N, Ay = (1,0, 1} and ™, A, = Z.

n=1 n=1

For each of the following collections of sets, define a set A, for each n € N such that the indexed collection
{A,}en 18 precisely the given collection of sets. Then find both the union and intersection of the indexed
collection of sets.

(@ {[1,2+1),[1,2+1/2),[1,2+1/3),...}
(b) {(—1,2),(=3/2,4), (=5/3,6),(=7/4,8),...}.

Forr € R*,let A, = {x € R: |x| <r}. Determine | J, g+ A, and (), g+ A

Each of the following sets is a subset of A = {1, 2, ..., 10}:

Ay ={1,5,7,9,10}, A, ={1,2,3,8,9}, A3 = {2,4,6, 8,9},

Ay =1{2,4,8}, As = {3,6,7}, A¢ = {3, 8,10}, A; ={4,5,7,9},

Ag =1{4,5,10}, Ag = {4, 6,8}, Ao = {5, 6, 10},

Ay =1{5,8,9}, A1, =1{6,7,10}, A;3 = {6, 8, 9}.

Findaset/ C {1, 2, ..., 13} such that for every two distinct elements j, k € I, A; N Ay =} and |U
is maximum.

Forn e N, let A, = (—%, 21 ). Determine |

n’

Al

iel

Ay and (),cn An-

neN



34

Chapter 1  Sets

Section 1.5: Partitions of Sets

1.46.

1.47.

1.48.

1.49.

1.50.
1.51.
1.52.

1.53.
1.54.

1.55.

1.56.

Which of the following are partitions of A = {a, b, ¢, d, e, f, g}? For each collection of subsets that is not a
partition of A, explain your answer.

(@ S ={{a,c,e, g}, (b, fL{d}} () S2={{a,b,c,d}. {e, f}}

(C) S3 = {A} (d) S4 = {{a}7 Q)a {b’ c, d}v {ea fa g}}

(e) S5 ={{a,c,d}, {b, g}, {e}, {b, f}}.

Which of the following sets are partitions of A = {1, 2, 3, 4, 5}?

(@ § ={{1,3},{2,5}} () $2={{1,2},{3,4,5}}

(© S3={{1,2},{2,3},{3,4},{4,5}} (d) Ss=A.

Let A ={1,2,3,4,5, 6}. Give an example of a partition S of A such that S| = 3.

Give an example of a set A with |A| = 4 and two disjoint partitions S; and S, of A with
1S1] = 182] = 3.

Give an example of a partition of N into three subsets.
Give an example of a partition of Q into three subsets.

Give an example of three sets A, S; and S, such that Sy is a partition of A, S, is a partition of §; and
1S2] < 181] < Al

Give an example of a partition of Z into four subsets.

Let A ={1,2,...,12}. Give an example of a partition S of A satisfying the following requirements: (i)
|S| =5, (ii) there is a subset T of S such that |[T| = 4 and | Uxer X| = 10 and (iii) there is no element
B € S such that |B| = 3.

A set S is partitioned into two subsets Sy and S;. This produces a partition P; of § where P; = {Sy, S»} and
so |P1| = 2. One of the sets in P is then partitioned into two subsets, producing a partition P, of S with
|P2| = 3. A total of [P sets in P, are partitioned into two subsets each, producing a partition P; of S.
Next, a total of [P, | sets in P; are partitioned into two subsets each, producing a partition P4 of S. This is
continued until a partition Pg of S is produced. What is |Pg|?

We mentioned that there are three ways that a collection S of subsets of a nonempty set A is defined to be a
partition of A.

Definition 1 The collection S consists of pairwise disjoint nonempty subsets of A and every element of A
belongs to a subset in S.

Definition 2 The collection S consists of nonempty subsets of A and every element of A belongs to exactly
one subset in S.

Definition 3 The collection S consists of subsets of A satisfying the three properties (1) every subset in S is
nonempty, (2) every two subsets of A are equal or disjoint and (3) the union of all subsets in S is A.

(a) Show that any collection S of subsets of A satisfying Definition 1 satisfies Definition 2.
(b) Show that any collection S of subsets of A satisfying Definition 2 satisfies Definition 3.
(c) Show that any collection S of subsets of A satisfying Definition 3 satisfies Definition 1.

Section 1.6: Cartesian Products of Sets

1.57.
1.58.
1.59.
1.60.
1.61.
1.62.

Let A ={x, y, z} and B = {x, y}. Determine A x B.

Let A = {1, {1}, {{1}}}. Determine A x A.

For A = {a, b}, determine A x P(A).

For A = {0, {#}}, determine A x P(A).

For A = {1, 2} and B = {}, determine A x B and P(A) x P(B).

Describe the graph of the circle whose equation is x> + y? = 4 as a subset of R x R.
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1.64.
1.65.

1.66.
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List the elements of the set S = {(x, y) € Z x Z : |x| + |y| = 3}. Plot the corresponding points in the
Euclidean xy- plane.

For A = {1, 2} and B = {1}, determine P(A x B).

ForA={xeR: |[x -1/ <2}and B ={y € R: |y — 4| <2}, give a geometric description of the points
in the xy-plane belonging to A x B.

ForA={aeR: |a| <1}and B = {b € R: |b| = 1}, give a geometric description of the points in the
xy-plane belonging to (A x B) U (B x A).

ADDITIONAL EXERCISES FOR CHAPTER 1

1.67.

1.68.

1.69.

1.70.

1.71.
1.72.

1.73.

1.74.
1.75.

ThesetT = {2k + 1:k € Z} canbe describedas T ={..., =3, —1, 1, 3, ...}. Describe the following sets
in a similar manner.

@A={4k+3:keZl}

®)B={5%k—1:keZl}.

Let S = {-10,-9,....,9, 10}. Describe each of the following sets as {x € S : p(x)}, where p(x) is some
condition on x.

(a A={-10,-9,...,—-1,1,...,9,10}

(b) B={-10,-9,...,—1,0}

(c) C={-5,-4,...,0,1,...,7}

(d D={-10,-9,...,4,6,7,...,10}.

Describe each of the following sets by listing its elements within braces.
@ (xeZ: x*—4x =0)

(b) (x eR: |x|=-1}

) meN:2<m<5}

(d {neN: 0<n<3}

() keQ: k*—4=0)

) (keZ: 9%*—-3=0}

(e lkeZ: 1<k*><10}.

Determine the cardinality of each of the following sets.
(a) A={1,2,3,{1,2,3},4, {4}}

(b) B={xeR: |x|]=-1}
c)C={meN:2<m<5)}

(d D={neN: n<0}

() E={keN: 1<k?<100}

() F={keZ: 1<k*><100}.

For A ={-1,0, 1} and B = {x, y}, determine A x B.
Let U = {1, 2, 3} be the universal set and let A = {1, 2}, B = {2, 3} and C = {1, 3}. Determine the
following.

(a) (AUB)—(BNC(C)

(b) A

(c) BUC

(d) A x B.

Let A ={1,2,...,10}. Give an example of two sets S and B such that S € P(A), |S| =4, B € S and
|B| = 2.

For A = {1} and C = {1, 2}, give an example of a set B such that P(A) C B C P(C).
Give examples of two sets A and B such that A N P(A) € B and P(A) € AU B.
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1.76.

1.77.

1.78.

1.79.

1.80.

1.81.

1.82.

1.83.

1.84.

1.85.

Chapter 1  Sets

Which of the following sets are equal?

A={neZl: —4<n<4} D={xeZ: x*=4x)

B={xeN:2x+2=0} E={-2,0,2}.

C={xeZ:3x-2=0}

Let A and B be subsets of some unknown universal set U. Suppose that A= {3,8,9}, A— B ={1, 2},
B — A ={8}and AN B = {5,7}. Determine U, A and B.

Let I denote the interval [0, 0o). For each r € I, define
Ar = {(va)GRxR: X2+y2=r2}
B, = {(x’y)GRxR: x2 4 y? 5,,2}
C,A={(x,y)eRxR; X2+y2>r2},

A, and ﬂre] A.

Br and mrel Br_

Cr and mrel C,,,

Give an example of four sets Ay, A, A3, A4 such that |[A; N A;| =|i — j| for every two integers i and j
withl <i < j <4.

(a) Determine
(b) Determine |
(c) Determine

rel
rel

rel

(a) Give an example of two problems suggested by Exercise 1.79 (above).

(b) Solve one of the problems in (a).

Let A={1,2,3},B={1,2,3,4}and C = {1, 2, 3,4, 5}. For the sets S and T described below, explain

whether |S| < |T'|, |S| > |T|or |S| = |T]|.

(a) Let B be the universal set and let S be the set of all subsets X of B for which |X| # |X|. Let T be the
set of 2-element subsets of C.

(b) Let S be the set of all partitions of the set A and let T be the set of 4-element subsets of C.

(c) Let S ={(b,a):be B,ac A,a+ bisodd} and let T be the set of all nonempty proper subsets of A.

Give an example of aset A = {1, 2, ..., k} for a smallest k € N containing subsets A;, A, A3 such that

|A; — Aj| =1]A; — A;| = |i — j]| for every two integers i and j with 1 <i < j < 3.

(@) ForA ={-3,-2,...,4}and B = {1, 2, ..., 6}, determine
S=1{(a,b)e AxB: a*+b>=25).

(b) ForC ={aeB: (a,b)e S}and D ={b € A: (a,b) € S}, where A, B, S are the sets in (a),
determine C x D.

For A = {1, 2, 3}, let B be the set of 2-element sets belonging to P(A) and let C be the set consisting of the
sets that are the intersections of two distinct elements of B. Determine D = P(C).

For areal numberr,let A, = {r,r +1}.Let S={x e R: x> +2x —1=0)}.

(a) Determine B = A x A, for the distinct elements s, € S, where s < ¢.
(b) Let C = {ab : (a, b) € B}. Determine the sum of the elements of C.



Logic

n mathematics our goal is to seek the truth. Are there connections between two given

mathematical concepts? If so, what are they? Under what conditions does an object
possess a particular property? Finding answers to questions such as these is important,
but we cannot be satisfied only with this. We must be certain that we are right and that
our explanation for why we believe we are correct is convincing to others. The reasoning
we use as we proceed from what we know to what we wish to show must be logical. It
must make sense to others, not just to ourselves.

There is joint responsibility here, however. It is the writer’s responsibility to use the
rules of logic to give a valid and clear argument with enough details provided to allow
the reader to understand what we have written and to be convinced. It is the reader’s
responsibility to know the basics of logic and to study the concepts involved sufficiently
well so that he or she will not only be able to understand a well-presented argument
but can decide as well whether it is valid. Consequently, both writer and reader must be
familiar with logic.

Although it is possible to spend a great deal of time studying logic, we will present
only what we actually need and will instead use the majority of our time putting what
we learn into practice.

2.1 Statements ]

In mathematics we are constantly dealing with statements. By a statement we mean a
declarative sentence or assertion that is true or false (but not both). Statements therefore
declare or assert the truth of something. Of course, the statements in which we will be
primarily interested deal with mathematics. For example, the sentences

The integer 3 is odd.
The integer 57 is prime.

are statements (only the first of which is true).
Every statement has a truth value, namely true (denoted by T') or false (denoted
by F). We often use P, Q and R to denote statements, or perhaps Py, P», ..., P, if there
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are several statements involved. We have seen that

Py : The integer 3 is odd.
and
P, : The integer 57 is prime.

are statements, where P; has truth value T and P, has truth value F.
Sentences that are imperative (commands) such as

Substitute the number 2 for x.
Find the derivative of f(x) = e cos2x.

or are interrogative (questions) such as

Are these sets disjoint?
What is the derivative of f(x) = e~ cos2x?

or are exclamatory such as

What an interesting question!
How difficult this problem is!

are not statements since these sentences are not declarative.

It may not be immediately clear whether a statement is true or false. For example, the
sentence “The 100th digit in the decimal expansion of 7 is 7.” is a statement, but it may
be necessary to find this information in a Web site on the Internet to determine whether
this statement is true. Indeed, for a sentence to be a statement, it is not a requirement
that we be able to determine its truth value.

The sentence “The real number r is rational.” is a statement provided we know what
real number 7 is being referred to. Without this additional information, however, it is
impossible to assign a truth value to it. This is an example of what is often referred to as
an open sentence. In general, an open sentence is a declarative sentence that contains
one or more variables, each variable representing a value in some prescribed set, called
the domain of the variable, and which becomes a statement when values from their
respective domains are substituted for these variables. For example, the open sentence
“3x = 127 where the domain of x is the set of integers is a true statement only when
x =4

An open sentence that contains a variable x is typically represented by P(x), O (x)
or R(x). If P(x) is an open sentence, where the domain of x is S, then we say P(x) is
an open sentence over the domain S. Also, P(x) is a statement for each x € S. For
example, the open sentence

P(x): (x =3 <1

over the domain Z is a true statement when x € {2, 3,4} and is a false statement
otherwise.

For the open sentence

Px,y): x+11+|y[=1
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Figure 2.1  Truth tables for one, two and three statements

in two variables, suppose that the domain of the variable x is S = {—2,—1,0, 1} and
the domain of the variable y is T = {—1,0, 1}. Then

P(—1,): [(=D+1+ |1 =1

is a true statement, while

PA,—1): [14+1]+]|—1]=1

is a false statement. In fact, P(x, y) is a true statement when

(.X, y) € {(_27 0)’ (_15 _1)! (_19 1)’ (09 0)};
while P(x, y) is a false statement for all other elements (x,y) € S x T. ¢

The possible truth values of a statement are often listed in a table, called a truth
table. The truth tables for two statements P and Q are given in Figure 2.1. Since there
are two possible truth values for each of P and Q, there are four possible combinations of
truth values for P and Q. The truth table showing all these combinations is also given in
Figure 2.1. If a third statement R is involved, then there are eight possible combinations
of truth values for P, Q and R. This is displayed in Figure 2.1 as well. In general, a
truth table involving n statements P, P,, - - -, P, contains 2" possible combinations of
truth values for these statements and a truth table showing these combinations would
have n columns and 2" rows. Much of the time, we will be dealing with two statements,
usually denoted by P and Q; so the associated truth table will have four rows with the
first two columns headed by P and Q. In this case, it is customary to consider the four
combinations of the truth values in the order TT, TF, FT, FF, from top to bottom.

2.2 The Negation of a Statement ]

Much of the interest in integers and other familiar sets of numbers comes not only from
the numbers themselves but from properties of the numbers that result by performing
operations on them (such as taking their negatives, adding or multiplying them or
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combinations of these). Similarly, much of our interest in statements comes from in-
vestigating the truth or falseness of new statements that can be produced from one or
more given statements by performing certain operations on them. Our first example
concerns producing a new statement from a single given statement.

The negation of a statement P is the statement:

not P.
and is denoted by ~P. Although ~P could always be expressed as
It is not the case that P.

there are usually better ways to express the statement ~P.

For the statement
Py : The integer 3 is odd.

described above, we have
~Py : It is not the case that the integer 3 is odd.

but it would be much preferred to write
~Py : The integer 3 is not odd.
or better yet to write
~Py : The integer 3 is even.
Similarly, the negation of the statement
P, : The integer 57 is prime.

considered above is

~P, : The integer 57 is not prime.

Note that ~Py is false, while ~P; is true. ¢

Indeed, the negation of a true statement is always false and the negation of a false
statement is always true; that is, the truth value of ~P is opposite to that of P. This is
summarized in Figure 2.2, which gives the truth table for ~P (in terms of the possible
truth values of P).

P ~P
T| F
F| T

Figure 2.2  The truth table for negation
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2.3 The Disjunction and Conjunction of Statements ]

Example 2.3

For two given statements P and Q, a common way to produce a new statement from
them is by inserting the word “or” or “and” between P and Q. The disjunction of the
statements P and Q is the statement

PorQ

and is denoted by P Vv Q. The disjunction P Vv Q is true if at least one of P and Q is
true; otherwise, P Vv Q is false. Therefore, P Vv Q is true if exactly one of P and Q is
true or if both P and Q are true.

For the statements
Py : The integer 3 is odd. and P, : The integer 57 is prime.
described earlier, the disjunction is the new statement
P Vv P,: Either 3 is odd or 57 is prime.

which is true since at least one of Py and P, is true (namely, P, is true). Of course, in
this case exactly one of P, and P, is true. ¢

For two statements P and Q, the truth table for P v Q is shown in Figure 2.3. This
truth table then describes precisely when P Vv Q is true (or false).

Although the truth of “P or Q” allows for both P and Q to be true, there are
instances when the use of “or” does not allow that possibility. For example, for an
integer n, if we were to say “n is even or n is odd,” then surely it is not possible for
both “n is even” and “n is odd” to be true. When “or” is used in this manner, it is called
the exclusive or. Suppose, for example, that P = {Sy, S, ..., Si}, where k > 2, is a
partition of a set S and x is some element of S. If

xeSorxe$,

is true, then it is impossible for both x € S| and x € §; to be true.

P Q PVQ
T\T| T
T\ F| T
F|T| T
F|F| F

Figure 2.3  The truth table for disjunction
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P Q PAQ
T|T| T
T|F| F
F|T| F
F|\F| F

Figure 2.4  The truth table for conjunction
The conjunction of the statements P and Q is the statement:
P and Q

and is denoted by P A Q. The conjunction P A Q is true only when both P and Q are
true; otherwise, P A Q is false.

For Py : The integer 3 is odd. and P, : The integer 57 is prime., the statement

Pi1 A Py 23 is odd and 57 is prime.
is false since P, is false and so not both P, and P, are true. ¢

The truth table for the conjunction of two statements is shown in Figure 2.4.

2.4 The Implication J

Example 2.5

A statement formed from two given statements in which we will be most interested is
the implication (also called the conditional). For statements P and Q, the implication
(or conditional) is the statement

If P, then Q.

and is denoted by P = Q. In addition to the wording “If P, then Q,” we also express
P = 0 in words as
P implies Q.

The truth table for P = Q is given in Figure 2.5.

Notice that P = Q is false only when P is true and Q is false (P = Q is true
otherwise).

For Py : The integer 3 is odd. and P, : The integer 57 is prime., the implication

Py = P, :If3is an odd integer, then 57 is prime.

P QP=qQ
T\T| T
T|F| F
F\T| T
F|\F| T

Figure 2.5  The truth table for implication
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is a false statement. The implication

P, = Py :If57 is prime, then 3 is odd.

is true, however. ¢

While the truth tables for the negation ~ P, the disjunction P Vv Q and the conjunc-
tion P A Q are probably what one would expect, this may not be so for the implication
P = Q. There is ample justification, however, for the truth values in the truth table of
P = Q. We illustrate this with an example.

A student is taking a math class (let’s say this one) and is currently receiving a B+. He
visits his instructor a few days before the final examination and asks her, “Is there any
chance that I can get an A in this course?” His instructor looks through her grade book
and says, “If you earn an A on the final exam, then you will receive an A for your final
grade” We now check the truth or falseness of this implication based on the various
combinations of truth values of the statements

P : You earn an A on the final exam.
and
Q : You receive an A for your final grade.

which make up the implication.

Suppose first that P and Q are both true. That is, the student receives an A on his
final exam and later learns that he got an A for his final grade in the course. Did his
instructor tell the truth? I think we would all agree that she did. So if P and Q are
both true, then so too is P = @, which agrees with the first row of the truth table of
Figure 2.5.

Second, suppose that P is true and Q is false. So the student got an A on his final
exam but did not receive an A as a final grade, say he received a B. Certainly, his instructor
did not do as she promised (as she will soon be reminded by her student). What she said
was false, which agrees with the second row of the table in Figure 2.5.

Third, suppose that P is false and Q is true. In this case, the student did not get an
A on his final exam (say he earned a B) but when he received his final grades, he learned
(and was pleasantly surprised) that his final grade was an A. How could this happen?
Perhaps his instructor was lenient. Perhaps the final exam was unusually difficult and
a grade of B on it indicated an exceptionally good performance. Perhaps the instructor
made a mistake. In any case, the instructor did not lie; so she told the truth. Indeed, she
never promised anything if the student did not get an A on his final exam. This agrees
with the third row of the table in Figure2.5.

Finally, suppose that P and Q are both false. That is, suppose the student did not
get an A on his final exam and he also did not get an A for a final grade. The instructor
did not lie here either. She only promised the student an A if he got an A on the final
exam. Once again, she did not promise anything if the student did not get an A on the
final exam. So the instructor told the truth and this agrees with the fourth and final row
of the table. ¢
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In summary then, the only situation for which P = Q is false is when P is true and
0 is false (so ~ Q is true). That is, the truth tables for

~(P = Q) and P A (~0)

are the same. We’ll revisit this observation again soon.

We have already mentioned that the implication P = Q can be expressed as both
“If P, then Q” and “P implies Q.” In fact, there are several ways of expressing P = Q
in words, namely:

If P, then Q.
Qif P.
P implies Q.
P onlyif Q.
P is sufficient for Q.
0 is necessary for P.

Itis probably not surprising that the first three of these say the same thing, but perhaps
not at all obvious that the last three say the same thing as the first three. Consider the
statement “P only if Q.” This says that P is true only under the condition that Q is true;
in other words, it cannot be the case that P is true and Q is false. Thus it says that if P is
true, then necessarily Q must be true. We can also see from this that the statement “Q is
necessary for P has the same meaning as “P only if Q.” The statement “P is sufficient
for O states that the truth of P is sufficient for the truth of Q. In other words, the truth
of P implies the truth of Q; thatis, “P implies Q.”

2.5 More on Implications J

Example 2.7

We have just discussed four ways to create new statements from one or two given
statements. In mathematics, however, we are often interested in declarative sentences
containing variables and whose truth or falseness is only known once we have assigned
values to the variables. The values assigned to the variables come from their respective
domains. These sentences are, of course, precisely the sentences we have referred to
as open sentences. Just as new statements can be formed from statements P and Q by
negation, disjunction, conjunction or implication, new open sentences can be constructed
from open sentences in the same manner.

Consider the open sentences
Pi(x):x =-=3.and P,(x) : |x| =3,
where x € R, that is, where the domain of x is R in each case. We can then form the
following open sentences:
~ Pi(x): x #£ 3.
Pi(x)V Py(x): x =-=3o0r|x| =3.

Pi(x)A Py(x): x =—=3and |x| = 3.
Pi(x) = Py(x): If x = =3, then |x| = 3.
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T : 15 :
Figure 2.6  Isosceles and equilateral triangles

For a specific real number x, the truth value of each resulting statement can be deter-
mined. For example, ~ Py(—3) is afalse statement, while each of the remaining sentences
above results in a true statement when x = —3. Both P1(2) Vv P,(2) and P;(2) A P,(2)
are false statements. On the other hand, both ~ P1(2) and P1(2) = P»(2) are true state-
ments. In fact, for each real number x # —3, the implication Pi(x) = P,(x) is a true
statement since P1(x) : x = —3 is a false statement. Thus Py(x) = P,(x) is true for all
x € R. We will see that open sentences which result in true statements for all values of
the domain will be especially interesting to us.
Listed below are various ways of wording the implication P\(x) = P(x):

If x = =3, then |x| = 3.

x| =3ifx = -3.
x = =3 implies that |x| = 3.
x = =3onlyif|x| =3.
x = =3 is sufficient for |x| = 3.
|x| = 3 is necessary for x = —3. ¢

We now consider another example, this time from geometry. You may recall that a
triangle is called equilateral if the lengths of its three sides are the same, while a triangle
is isosceles if the lengths of any two of its three sides are the same. Figure 2.6 shows
an isosceles triangle T} and an equilateral triangle T,. Actually, since the lengths of any
two of the three sides of T, are the same, 75 is isosceles as well. Indeed, this is precisely
the fact we wish to discuss.

For a triangle T, let
P(T) : T is equilateral. and Q(T) : T is isosceles.

Thus, P(T) and Q(T) are open sentences over the domain S of all triangles. Consider
the implication P(T) = Q(T), where the domain then of the variable T is the set
S. For an equilateral triangle Ty, both P(T)) and Q(T)) are true statements and so
P(T)) = Q(Ty) is a true statement as well. If T, is not an equilateral triangle, then
P(T») is a false statement and so P(T,) = Q(T>) is true. Therefore, P(T) = Q(T) is
a true statement for all T € §. We now state P(T) = Q(T) in a variety of ways:

If T is an equilateral triangle, then T is isosceles.

A triangle T is isosceles if T is equilateral.

A triangle T being equilateral implies that T is isosceles.

A triangle T is equilateral only if T is isosceles.

For a triangle T to be isosceles, it is sufficient that T be equilateral.

For a triangle T to be equilateral, it is necessary that T be isosceles. ¢
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Notice that at times we change the wording to make the sentence sound better.
In general, the sentence P in the implication P = ( is commonly referred to as the
hypothesis or premise of P = Q, while Q is called the conclusion of P = Q.

It is often easier to deal with an implication when expressed in an “if, then” form.
This allows us to identify the hypothesis and conclusion more easily. Indeed, since
implications can be stated in a wide variety of ways (even in addition to those mentioned
above), being able to reword an implication as “if, then” is especially useful. For example,
the implication P(T) = Q(T) described in Example 2.8 can be encountered in many
ways, including the following:

Let T be an equilateral triangle. Then T is isosceles.
Suppose that T is an equilateral triangle. Then T is isosceles.
Every equilateral triangle is isosceles.

Whenever a triangle is equilateral, it is isosceles.

We now investigate the truth or falseness of implications involving open sentences
for values of their variables.
Let S = {2, 3,5} and let
P(n): n*> —n+ lisprime. and Q(n): n®> —n + 1 is prime.

be open sentences over the domain S. Determine the truth or falseness of the implication
P(n) = Q(n) foreachn € S.

In this case, we have the following:

P(2): 3isprime. P(3): 7isprime. P(5): 21 is prime.
0Q2): Tisprime. QQ3): 25isprime. Q(5): 121 is prime.

Consequently, P(2) = Q(2) and P(5) = Q(5) are true, while P(3) = Q(3) is false. ¢
Let S ={1,2}andlet T = {—1,4}. Also, let
Px,y): llx 4yl = lx =yl =2. and Q(x,y): x**' =y,

be open sentences, where the domain of the variable x is S and the domain of y is T . Deter-
mine the truth or falseness of the implication P(x, y) = Q(x, y)forall(x,y) € S x T.

For (x, y) = (1, —1), we have
P(,—-1)=Q(,—-1): If2=2,then 1 = —1.
which is false. For (x, y) = (1, 4), we have
P(1,4)= 01,4): If2=2,then1 =4,
which is also false. For (x, y) = (2, —1), we have
P2,—-1)=0@2,—1): If2=2,then1 = 1.
which is true; while for (x, y) = (2, 4), we have

P(2,4) = 0(2,4): If2 =4, then 32 = 16.
which is true. ¢
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2.6 The Biconditional ]

Example 2.11

For statements (or open sentences) P and Q, the implication Q = P is called the
converse of P = Q. The converse of an implication will often be of interest to us,
either by itself or in conjunction with the original implication.

For the statements
Py : 3isanoddinteger. P, : 57 is prime.
the converse of the implication
Py = P, : If 3 is an odd integer, then 57 is prime.
is the implication
Py, = Py : If 57 is prime, then 3 is an odd integer. ¢
For statements (or open sentences) P and Q, the conjunction

(P= Q)N (Q=P)

of the implication P = Q and its converse is called the biconditional of P and Q and

is denoted by P < Q. For statements P and Q, the truth table for P < Q can therefore

be determined. This is given in Figure 2.7. From this table, we see that P < Q is true

whenever the statements P and Q are both true or are both false, while P < Q is false

otherwise. That is, P < Q is true precisely when P and Q have the same truth values.
The biconditional P < Q is often stated as

P is equivalent to Q.

PQ P=0Q Q=P (P=Q A(Q=P)
T\ T T T T
T|F F T F
F|T T F F
F|F T T T
P x QP=Q
T|T T
T|F F
F\|T F
F|F T

Figure 2.7  The truth table for a biconditional
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or
P if and only if Q.

or as
P is a necessary and sufficient condition for Q.

For statements P and Q, it then follows that the biconditional “P if and only if Q” is
true only when P and Q have the same truth values.

The biconditional

3 is an odd integer if and only if 57 is prime.

is false; while the biconditional

100 is even if and only if 101 is prime.

is true. Furthermore, the biconditional

5 is even if and only if 4 is odd.

is also true. ¢

The phrase “if and only if” occurs often in mathematics and we shall discuss this
at greater length later. For the present, we consider two examples involving statements
containing the phrase “if and only if.”

We noted in Example 2.7 that for the open sentences
Pi(x):x =-3.and P,(x) : |x| = 3.
over the domain R, the implication
Pi(x) = Py(x) :If x = =3, then |x| = 3.
is a true statement for each x € R. However, the converse

Py(x) = Pi(x):If |x| =3, then x = —3.

is a false statement when x = 3 since P»(3) is true and P,(3) is false. For all other real
numbers x, the implication P,(x) = Pi(x) is true. Therefore, the biconditional

Pi(x) & Py(x): x = =3 ifand only if |x| = 3.
is false when x = 3 and is true for all other real numbers x. ¢
For the open sentences

P(T): T is equilateral. and Q(T) : T is isosceles.
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over the domain S of all triangles, the converse of the implication
P(T)= Q(T) :IfT is equilateral, then T is isosceles.
is the implication
Q)= P(T) :If T isisosceles, then T is equilateral.

We noted that P(T) = Q(T) is a true statement for all triangles T , while Q(T) = P(T)
is a false statement when T is an isosceles triangle that is not equilateral. On the
other hand, the second implication becomes a true statement for all other triangles T .
Therefore, the biconditional

P(T) << Q) : T is equilateral if and only if T is isosceles.

is false for all triangles that are isosceles and not equilateral, while it is true for all other
triangles T . ¢

We now investigate the truth or falseness of biconditionals obtained by assigning to
a variable each value in its domain.

Let S = {0, 1, 4}. Consider the following open sentences over the domain S :

Py "F 1)6(2" D i odd.

on): m+17>=n3+1.

Determine three distinct elements a, b, ¢ in S such that P(a) = Q(a) is false, Q(b) =
P(b) is false, and P(c) & Q(c) is true.

Observe that
PO): Oisodd. P(1): lisodd. P(4): 30is odd.
00): 1=1. QO(): 8=2. Q0@ : 125 =65.

Thus P(0) and P(4) are false, while P(1) is true. Also, Q(1) and Q(4) are false, while
Q(0)istrue. Thus P(1) = Q(1) and Q(0) = P(0) are false, while P(4) <& Q(4)is true.
Hence we may takea = 1, b = 0 and ¢ = 4. ¢

Notice in Example 2.15 that both P(0) & Q(0) and P(1) < Q(1) are false bicondition-
als. Hence the value 4 in S is the only choice for c. ¢

2.7 Tautologies and Contradictions J

The symbols ~, Vv, A, = and < are sometimes referred to as logical connectives. From
given statements, we can use these logical connectives to form more intricate statements.
For example, the statement (P vV Q) A (P V R) is a statement formed from the given
statements P, Q and R and the logical connectives V and A. Wecall(P vV Q) A (P V R)a
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compound statement. More generally, a compound statement is a statement composed
of one or more given statements (called component statements in this context) and
at least one logical connective. For example, for a given component statement P, its
negation ~P is a compound statement.

The compound statement P Vv (~ P), whose truth table is given in Figure 2.8, has
the feature that it is true regardless of the truth value of P.

A compound statement S is called a tautology if it is true for all possible combina-
tions of truth values of the component statements that comprise S. Hence P Vv (~ P)is
a tautology, as is (~Q) VvV (P = Q). This latter fact is verified in the truth table shown
in Figure 2.9.

Letting

Py :3isodd. and P, : 57 is prime.
we see that not only is
57 is not prime, or 57 is prime if 3 is odd.

a true statement, but (~P;) vV (P; = P») is true regardless of which statements P; and
P, are being considered.

On the other hand, a compound statement S is called a contradiction if it is false
for all possible combinations of truth values of the component statements that are used
to form §. The statement P A (~P) is a contradiction, as is shown in Figure 2.10. Hence
the statement

3 is odd and 3 is not odd.

is false.

Another example of a contradiction is (P A Q) A (Q = (~ P)), which is verified
in the truth table shown in Figure 2.11.

Indeed, if a compound statement S is a tautology, then its negation ~§ is a contra-
diction.

Figure 2.8  An example of a tautology

PQQ ~Q P=Q (~QV(P=Q)
T|T| F T T
TIF| T F T
F|T| F T T
F|F| T T T

Figure 2.9  Another tautology
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T | F F
F | T F

Figure 2.10  An example of a contradiction

P Q@ ~P PANQ Q=(~P)(PNQ)N(Q=(P)
T T| F T F F
T|F| F F T F
F\T| T F T r
F|\F| T F T F

Figure 2.11  Another contradiction

2.8 Logical Equivalence J

Figure 2.12 shows a truth table for the two statements P = Q and (~ P)V Q. The
corresponding columns of these compound statements are identical; in other words,
these two compound statements have exactly the same truth value for every combination
of truth values of the statements P and Q. Let R and S be two compound statements
involving the same component statements. Then R and S are called logically equivalent
if R and S have the same truth values for all combinations of truth values of their
component statements. If R and S are logically equivalent, then this is denoted by R = S.
Hence P = Q and (~ P) Vv Q are logically equivalent and so P = Q = (~ P) v Q.

Another, even simpler, example of logical equivalence concerns P A Q and O A P.
That P A Q = Q A P is verified in the truth table shown in Figure 2.13.

What is the practical significance of logical equivalence? Suppose that R and S are
logically equivalent compound statements. Then we know that R and S have the same
truth values for all possible combinations of truth values of their component statements.
But this means that the biconditional R < S is true for all possible combinations of truth
values of their component statements and hence R < S is a tautology. Conversely, if
R < S is a tautology, then R and § are logically equivalent.

Let R be a mathematical statement that we would like to show is true and suppose
that R and some statement S are logically equivalent. If we can show that § is true,
then R is true as well. For example, suppose that we want to verify the truth of an

PQ ~P pP=qQ (~P)VQ
T| T F T T
T| F F F F
F| T T T T
F| F T T T

Figure 2.12  Verificationof P = Q = (~P)Vv Q
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P Q PAQ QAP
TiT| T T
T|F| F F
F|lT| F F
F|F| F F

Figure 2.13  Verificationof PAQ =Q A P

implication P = Q. If we can establish the truth of the statement (~P) Vv Q, then the
logical equivalence of P = Q and (~P) Vv Q guarantees that P = Q is true as well.

Returning to the mathematics instructor in Example 2.6 and whether she kept her promise
that

If you earn an A on the final exam, then you will receive an A for the final grade.

we need only know that the student did not receive an A on the final exam or the student
received an A as a final grade to see that she kept her promise. ¢

Since the logical equivalence of P = Q and (~P) Vv Q, verified in Figure 2.12, is
especially important and we will have occasion to use this fact often, we state it as a
theorem.

Let P and Q be two statements. Then
P = Qand(~P)Vv QO
are logically equivalent.

Let’s return to the truth table in Figure 2.13, where we showed that P A Q and
0O A P are logically equivalent for any two statements P and Q. In particular, this says
that

(P=>0)AN(Q=P)and(Q = P)AN(P = Q)

are logically equivalent. Of course, (P = Q) A (Q = P)is precisely what is called the
biconditional of P and Q. Since (P = Q) A (Q = P)and (Q = P)A (P = Q) are
logically equivalent, (Q = P) A (P = Q) represents the biconditional of P and Q as
well. Since Q = P canbe written as “P if Q” and P = Q can be expressed as “P only
if Q,” their conjunction can be written as “P if Q and P only if Q” or, more simply, as

P if and only if Q.

Consequently, expressing P < Q as “P if and only if O is justified. Furthermore, since
Q = P can be phrased as “P is necessary for Q” and P = Q can be expressed as “P
is sufficient for Q,” writing P < Q as “P is necessary and sufficient for Q" is likewise
justified.
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Theorem 2.18

Example 2.19

It probably comes as no surprise that the statements P and ~ (~ P) are logically equiv-
alent. This fact is verified in Figure 2.14.

We mentioned in Figure 2.13 that, for two statements P and Q, the statements P A Q
and Q A P are logically equivalent. There are other fundamental logical equivalences
that we often encounter as well.

For statements P, Q and R,

(1) Commutative Laws
(a) PvO=QvVP
(b)) PANQO=0OAP
(2) Associative Laws
(@) PV(QVR)
() PA(QAR)
(3) Distributive Laws
(@) PV(QAR)
b) PA(QVR)
(4) De Morgan’s Laws
(@) ~(PVQO)=(~P)A(~0)
D) ~(PANQ)=(~P)V(~0).

Each part of Theorem 2.18 is verified by means of a truth table. We have already
established the commutative law for conjunction (namely P A Q = Q A P) in Fig-
ure 2.13. In Figure 2.15 P Vv (Q A R) = (P Vv Q) A (P V R) is verified by observing
that the columns corresponding to the statements P vV (Q A R)and (P vV Q) A (P V R)
are identical.

The laws given in Theorem 2.18, together with other known logical equivalences,
can be used to good advantage at times to prove other logical equivalences (without
introducing a truth table).

PV Q)VR
PAQ)AR

(
(

(PVQO)A(PVR)
(PAQ)V(PAR)

Suppose we are asked to verify that

~(P=0Q)=P A(~0Q)

for every two statements P and Q. Using the logical equivalence of P = Q and
(~P) Vv Q from Theorem 2.17 and Theorem 2.18(4a), we see that

~P=0)=~(~P)vO)= (Z(~P)AN(~Q)= P N (~0), 2.1

P ~P ~(~P)
T F | T
FlT | F

Figure 2.14  Verification of P =~ (~ P)
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P O R QAR PVvQ PVR PV@QAR) (PVQOAPVR)
T | T |T T T T T T
T|T |F F T T T T
T |F |T F T T T T
T|F |F F T T T T
F|T|T T T T T T
F|T|F F T F F F
F|F | T F F T F F
F|F | F F F F F F

Figure 2.15  Verification of the distributive law P V (Q AR)=(P vV Q) A (P V R)

implying that the statements ~ (P = Q) and P N (~Q) are logically equivalent, which
we alluded to earlier. ¢

It is important to keep in mind what we have said about logical equivalence. For
example, the logical equivalence of P A Q and O A P allows us to replace a statement
of the type P A Q by O A P without changing its truth value. As an additional example,
according to De Morgan’s Laws in Theorem 2.18, if it is not the case that an integer a is
even or an integer b is even, then it follows that @ and b are both odd.

Using the second of De Morgan’s Laws and (2.1), we can establish a useful logically
equivalent form of the negation of P < Q by the following string of logical equivalences:
~(P & Q)=~(P= Q)N (@Q=P))
=(~P=0)Vv(~(@Q=P)
= (P A(~Q)V(Q A(~P)). ¢

What we have observed about the negation of an implication and a biconditional is
repeated in the following theorem.

For statements P and Q,

(@) ~(P = Q)=P A(~0)
(b) ~(P & Q)= (P AN(~Q)VI(Q A (~P)).

Once again, let’s return to what the mathematics instructor in Example 2.6 said:

If you earn an A on the final exam, then you will receive an A for your final
grade.

If this instructor was not truthful, then it follows by Theorem 2.21(a) that

You earned an A on the final exam and did not receive A as your final grade.
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Suppose, on the other hand, that the mathematics instructor had said:

If you earn an A on the final exam, then you will receive an A for the final
grade—and that’s the only way that you will get an A for a final grade.

If this instructor was not truthful, then it follows by Theorem 2.21(b) that

Either you earned an A on the final exam and didn’t receive A as your final grade
or you received an A for your final grade and you didn’t get an A on the final
exam. ’

[

2.10 Quantified Statements ]

Example 2.23

We have mentioned that if P(x) is an open sentence over a domain S, then P(x) is a
statement for each x € S. We illustrate this again.

IfS={1,2,---,7}, then

2n2 +54+(=1)"
P(n): "t 2+( ) is prime.

is a statement for each n € S. Therefore,

PQ): 3isprime.
PQ): 7is prime.
P@3): 11 is prime.
P4): 19 is prime.

are true statements; while
P(5): 27 is prime.
P(6) : 39 is prime.
P(7): 51 is prime.

are false statements. ¢

There are other ways that an open sentence can be converted into a statement, namely
by a method called quantification. Let P(x) be an open sentence over a domain S.
Adding the phrase “For every x € S” to P(x) produces a statement called a quantified
statement. The phrase “for every” is referred to as the universal quantifier and is
denoted by the symbol V. Other ways to express the universal quantifier are “for each”
and “for all.” This quantified statement is expressed in symbols by

Vx € S, P(x) (2.2)
and is expressed in words by
For every x € §, P(x). (2.3)

The quantified statement (2.2) (or (2.3)) is true if P(x) is true for every x € S, while the
quantified statement (2.2) is false if P(x) is false for at least one element x € S.
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Another way to convert an open sentence P(x) over a domain S into a statement
through quantification is by the introduction of a quantifier called an existential quantifier.
Each of the phrases there exists, there is, for some and for at least one is referred to as
an existential quantifier and is denoted by the symbol 3. The quantified statement

dx e S, P(x) (2.4)
can be expressed in words by

There exists x € S such that P(x). (2.5)

The quantified statement (2.4) (or (2.5)) is true if P(x) is true for at least one element
x € §, while the quantified statement (2.4) is false if P(x) is false for all x € S.

We now consider two quantified statements constructed from the open sentence we
saw in Example 2.23.

For the open sentence

2n2 4+ 54 (=1
Pn): mt ;—( ) is prime.

over the domain S = {1, 2, - - -, 7}, the quantified statement

202+ 5+ (=1
2

VneS,P(n): Foreveryn € S, is prime.

is false since P(5) is false, for example; while the quantified statement

202 + 54 (1)
dn € S, P(n): There exists n € S such that mt 2+( ) is prime.

is true since P (1) is true, for example. ¢

The quantified statement Vx € S, P(x) can also be expressed as
If x € S, then P(x).
Consider the open sentence P(x) : x> > 0. over the set R of real numbers. Then
Vx € R, P(x)
or, equivalently,
VxeR, x2>0
can be expressed as
For every real number x, x2 > 0.
or
If x is a real number, then x? > 0.
as well as

The square of every real number is nonnegative.
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In general, the universal quantifier is used to claim that the statement resulting from
a given open sentence is true when each value of the domain of the variable is assigned
to the variable. Consequently, the statement Vx € R, x2 > 01is true since x% > 0 is true
for every real number x.

Suppose now that we were to consider the open sentence Q(x) : x> < 0. The state-
ment Vx € R, Q(x) (that is, for every real number x, we have x% < 0) is false since,
for example, Q(1) is false. Of course, this means that its negation is true. If it were not
the case that for every real number x, we have x2 < 0, then there must exist some real
number x such that x> > 0. This negation

There exists a real number x such that x> > 0.
can be written in symbols as
dx e R, x2 >0 or 3x € R, ~Q(x).
More generally, if we are considering an open sentence P(x) over a domain S, then
~WxeS§S, Px)=3x e S, ~Px).
Suppose that we are considering the set A = {1, 2, 3} and its power set P(A), the set of
all subsets of A. Then the quantified statement
For every set B € P(A), A— B # (. (2.6)

is false since for the subset B = A = {1, 2, 3}, we have A — B = (). The negation of the
statement (2.6) is

There exists B € P(A) such that A — B = (. 2.7)

The statement (2.7) is therefore true since for B = A € P(A), we have A — B = (). The
statement (2.6) can also be written as

If BC A, then A— B # 0. (2.8)
Consequently, the negation of (2.8) can be expressed as

There exists some subset B of A such that A — B = (. ¢

The existential quantifier is used to claim that at least one statement resulting from
a given open sentence is true when the values of a variable are assigned from its domain.
We know that for an open sentence P(x) over a domain S, the quantified statement
dx € §, P(x) is true provided P(x) is a true statement for at least one element x € S.
Thus the statement Ix € R, x> > 0 is true since, for example, x2 > 0is true for x = 1.
The quantified statement

dx e R, 3x =12

is therefore true since there is some real number x for which 3x = 12, namely x = 4 has
this property. (Indeed, x = 4 is the only real number for which 3x = 12.) On the other
hand, the quantified statement

dneZ, 4n—1=0
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is false as there is no integer n for which 4n — 1 = 0. (Of course, 4n — 1 = 0 when
n = 1/4, but 1/4 is not an integer.)

Suppose that Q(x) is an open sentence over a domain S. If the statement 3x € S,
Q(x) is not true, then it must be the case that for every x € S, Q(x) is false. That is,

~@@Ax eSS, 0x)=Vx eSS, ~0)

is true. We illustrate this with a specific example.

The following statement contains the existential quantifier:
There exists a real number x such that x* = 3. (2.9)

If we let P(x): x*> =3, then (2.9) can be rewritten as 3x € R, P(x). The statement
(2.9) is true since P(x) is true when x = V3 (or when x = —\/g). Hence the negation
of (2.9) is:

For every real number x, x* # 3. (2.10)
The statement (2.10) is therefore false. ¢

Let P(x, y) be an open sentence, where the domain of the variable x is S and the
domain of the variable y is T'. Then the quantified statement

Forallx e Sandy € T, P(x, y).
can be expressed symbolically as
Vx e S, VyeT, P(x,y). (2.11)
The negation of the statement (2.11) is
~WVxeS,VyeT, Px,y)=3xeS, ~N¥yeT, P(x,y))
=3dx e S,AyeT, ~P(x,y). (2.12)

We now consider examples of quantified statements involving two variables.

Consider the statement
For every two real numbers x and y, x> + y* > 0. (2.13)
If we let

Px,y): x24+y2>0

where the domain of both x and y is R, then statement (2.13) can be expressed as
Vx e R,Vy e R, P(x,y) (2.14)
or as
Vx,y e R, P(x,y).

Since x* > 0 and y* > 0 for all real numbers x and vy, it follows that x* + y* > 0 and
so P(x,y) is true for all real numbers x and y. Thus the quantified statement (2.14) is
true.
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The negation of statement (2.14) is therefore

~(MxeR,VyeR, P(x,y))=3xeR,Iy e R, ~ P(x,y)=3x,y e R, ~ P(x, y),

(2.15)

which, in words, is
There exist real numbers x and y such that x24 y2 < 0. (2.16)
The statement (2.16) is therefore false. ¢

For an open sentence containing two variables, the domains of the variables need
not be the same.

Consider the statement
Foreverys € Sandt € T, st + 2 is a prime. (2.17)
where the domain of the variable s is S = {1, 3, 5} and the domain of the variable t is
T = {3,9}. If we let
O(s,t): st +2isaprime.

then the statement (2.17) can be expressed as
Vs e S, VteT, Q(,1). (2.18)
Since all of the statements
01,3): 1-34+2isaprime. Q@3,3): 3-3+2isaprime.
0(5,3): 5-342isaprime.
01,9):1-942isaprime. Q@3,9): 3-9+2isaprime.
0(5,9): 5-94 2isaprime.
are true, the quantified statement (2.18) is true.
As we saw in (2.12), the negation of the quantified statement (2.18) is
~WVseS,VteT, Q(,t)=3dseS,AteT, ~0(s,1)
and so the negation of (2.17) is
There exists € S andt € T such that st + 2 is not a prime. (2.19)
The statement (2.19) is therefore false. ¢

Again, let P(x, y) be an open sentence, where the domain of the variable x is S and
the domain of the variable y is T. The quantified statement

There exist x € S and y € T such that P(x, y)

can be expressed in symbols as

dx e S,y eT, P(x,y). (2.20)
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The negation of the statement (2.20) is then
~@x eS,IyeT, Px,y)=VxeS, ~AyeT, P(x,y))
=VxeS,VyeT, ~P(x,y). (2.21)

We now illustrate this situation.

Example 2.29  Consider the open sentence
R(s,t): [s—=1]+]t =2 <2
where the domain of the variable s is the set S of even integers and the domain of the
variable t is the set T of odd integers. Then the quantified statement
s € 8,3t €T, R(s, 1). (2.22)
can be expressed in words as

There exist an even integer s and an odd integer t such that |s — 1| + |t — 2| < 2.

Since R(2,3) : 14+ 1 < 2 is true, the quantified statement (2.23) is true. 229
The negation of (2.22) is therefore
~@3seS,teT, R(s,t))=Vse S,VteT, ~R(s,1). (2.24)
and so the negation of (2.22), in words, is
For every even integer s and every odd integer t, |s — 1| + |t — 2| > 2. (2.25)
The quantified statement (2.25) is therefore false. ¢

In the next two examples of negations of quantified statements, De Morgan’s laws
are also used.

Example 2.30  The negation of
For all integers a and b, if ab is even, then a is even and b is even.
is

There exist integers a and b such that ab is even and a or b is odd. ¢
Example 2.31 The negation of

There exists a rational number r such thatr € A = {~/2, 7w} or

reB={=v243,¢}.
is

For every rational number v, bothr ¢ A andr ¢ B. ¢

Quantified statements may contain both universal and existential quantifiers. While
we present examples of these now, we will discuss these in more detail in Section 7.2.
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Consider the open sentence
P(a,b): ab=1.

where the domain of both a and b is the set Q" of positive rational numbers. Then the
quantified statement

Ya € Qt,3b € QT, P(a,b) (2.26)
can be expressed in words as

For every positive rational number a, there exists
a positive rational number b such that ab = 1.

It turns out that the quantified statement (2.26) is true. If we replace Qt by R, then we
have

Va € R,3b € R, P(a, b). (2.27)
The negation of this statement is

~WMaeR,3b eR, P(a,b))=3a e R,~ (Ab € R, P(a, b))
=daeR,VbeR,~ P(a,b),
which, in words, says that
There exists a real number a such that for every real number b, ab # 1.
This negation is true since for a = 0 and every real number b, ab = 0 # 1. Thus the
quantified statement (2.27) is false. ¢
Consider the open sentence
Q(a, b): abis odd.

where the domain of both a and b is the set N of positive integers. Then the quantified
statement

da e N,Vb e N, QO(a, b), (2.28)
expressed in words, is

There exists a positive integer a such that for every positive integer b, ab is odd.

The statement (2.28) turns out to be false. The negation of (2.28), in symbols, is

~(3a eN,Vb €N, Q(a, b)) =Va e N, ~ (Vb € N, Q(a, b))
=Va eN,3b e N, ~ Q(a, b).

In words, this says

For every positive integer a, there exists a positive integer b such that ab is even.

This statement, therefore, is true. ¢
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Suppose that P(x, y)is an open sentence, where the domain of x is S and the domain
of y is T'. Then the quantified statement

Vx e S§,3yeT, P(x,y)

istrue if 3y € T, P(x, y) is true for each x € S. This means that for every x € S, there
issome y € T for which P(x, y) is true.

Consider the open sentence
P(x,y): x4+ yisprime.

where the domain of x is S = {2, 3} and the domain of y is T = {3, 4}. The quantified
statement

Vx € §,3y eT, P(x,y),

expressed in words, is
For every x € S, there exists y € T such that x + y is prime.

This statement is true. For x = 2, P(2, 3) is true and for x = 3, P(3, 4) is true. ¢

Suppose that Q(x, y) is an open sentence, where S is the domain of x and T is the
domain of y. The quantified statement

Ix e S, VyeT, Q(x,y)

istrue if Vy € T, Q(x, y) is true for some x € S. This means that for some element x in
S, the open sentence Q(x, y)is true forall y € T'.

Consider the open sentence
Ox,y): x+ yisprime.

where the domain of x is S = {3,5,7} and the domain of y is T = {2,6,8,12}. The
quantified statement

dx € S,Vy e T, Q(x, y), (2.29)

expressed in words, is
There exists some x € S such that for everyy € T, x + y is prime.

For x =5, all of the numbers 5+ 2,5+ 6,5+ 8, and 5 + 12 are prime. Consequently,
the quantified statement (2.29) is true. ¢
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Let’s review symbols that we have introduced in this chapter:

universal quantifier (for every)
existential quantifier (there exists)

~ negation (not)

\Y, disjunction (or)
A conjunction (and)
= implication

& biconditional

v

3

2.11 Characterizations of Statements ]

Example 2.36

Let’s return to the biconditional P < (. Recall that P < Q represents the compound
statement (P = Q) A (Q = P). Earlier, we described how this compound statement
can be expressed as

P if and only if Q.

Many mathematicians abbreviate the phrase “if and only if” by writing “iff.” Although
“iff” is informal and, of course, is not a word, its use is common and you should be
familiar with it.

Recall that whenever you see

P if and only if Q.

or
P is necessary and sufficient for Q.
this means
If P then Q and if Q then P.
Suppose that

P(x):x=-3.and Q(x): |x| = 3.
where x € R. Then the biconditional P(x) < Q(x) can be expressed as
x = =3 ifand only if |x| = 3.
or
x = —3 is necessary and sufficient for |x| = 3.
or, perhaps better, as
x = —3 is a necessary and sufficient condition for |x| = 3.

Let’s now consider the quantified statement Yx € R, P(x) < Q(x). This statement is
false because P(3) < Q(3) is false. ¢
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Suppose that some concept (or object) is expressed in an open sentence P (x) over a
domain S and Q(x) is another open sentence over the domain S concerning this concept.
We say that this concept is characterized by Q(x) if Vx € §, P(x) < Q(x) is a true
statement. The statement Vx € S, P(x) < Q(x)isthen called a characterization of this
concept. For example, irrational numbers are defined as real numbers that are not rational
and are characterized as real numbers whose decimal expansions are nonrepeating. This
provides a characterization of irrational numbers:

A real number r is irrational if and only if r has a nonrepeating decimal expansion.

We saw that equilateral triangles are defined as triangles whose sides are equal. They
are characterized however as triangles whose angles are equal. Therefore, we have the
characterization:

A triangle T is equilateral if and only if T has three equal angles.

You might think that equilateral triangles are also characterized as those triangles having
three equal sides but the associated biconditional:

A triangle T is equilateral if and only if T has three equal sides.

is not a characterization of equilateral triangles. Indeed, this is the definition we gave
of equilateral triangles. A characterization of a concept then gives an alternative, but
equivalent, way of looking at this concept. Characterizations are often valuable in
studying concepts or in proving other results. We will see examples of this in future
chapters.

We mentioned that the following biconditional, though true, is not a characteriza-
tion: A triangle T is equilateral if and only if T has three equal sides. Although this
is the definition of equilateral triangles, mathematicians rarely use the phrase “if and
only if” in a definition since this is what is meant in a definition. That is, a triangle
is defined to be equilateral if it has three equal sides. Consequently, a triangle with
three equal sides is equilateral but a triangle that does not have three equal sides is not
equilateral.

EXERCISES FOR CHAPTER 2

Section 2.1: Statements

2.1. Which of the fo

(a) The integer
(b) The integer

llowing sentences are statements? For those that are, indicate the truth value.

123 is prime.
0 is even.

() Is5x2=10?

(d) x> —4=0.
(e) Multiply 5x

+ 2 by 3.

(f) 5x + 3 is an odd integer.
(g) What an impossible question!



2.2.

2.3.

2.4.

2.5.

2.6.

2.7.

2.8.

2.9.

2.10.
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Consider the sets A, B, C and D below. Which of the following statements are true? Give an explanation
for each false statement.

A={1,4,7,10,13,16,...} C ={x € Z: xisprimeand x # 2}
B={xeZ: x isodd} D =1{1,2,3,5,8,13,21,34,55,...}

(@25e€¢ A ()33eD (©)22¢AUD (dC<B @¥PeBND {)53¢C.
Which of the following statements are true? Give an explanation for each false statement.

@@Ped MBe{@w (©{1.3}={31
o= @0ci O1c{l)

Consider the open sentence P(x) : x(x — 1) = 6 over the domain R.

(a) For what values of x is P(x) a true statement?
(b) For what values of x is P(x) a false statement?

For the open sentence P(x) : 3x — 2 > 4 over the domain Z, determine:

(a) the values of x for which P (x) is true.
(b) the values of x for which P(x) is false.

For the open sentence P(A) : A C {1, 2, 3} over the domain S = P({1, 2, 4}), determine:

(a) all A € S for which P(A) is true.
(b) all A € S for which P(A) is false.
(c) all A € S for which AN{l1,2,3} =0.

Let P(n): n and n 4 2 are primes. be an open sentence over the domain N. Find six positive integers n for
which P(n) is true. If n € N such that P(n) is true, then the two integers n, n + 2 are called twin primes. It
has been conjectured that there are infinitely many twin primes.

2 .
Let P(n) : % is even.

(a) Find a set S; of three integers such that P(n) is an open sentence over the domain S; and P (n) is true
foreach n € S.

(b) Find a set S, of three integers such that P(n) is an open sentence over the domain S, and P (n) is false
foreach n € 5.

Find an open sentence P(n) over the domain S = {3, 5, 7, 9} such that P(n) is true for half of the integers in
S and false for the other half.

Find two open sentences P(n) and Q(n), both over the domain § = {2, 4, 6, 8}, such that P(2) and Q(2) are
both true, P(4) and Q(4) are both false, P(6) is true and Q(6) is false, while P(8) is false and Q(8) is true.

Section 2.2: The Negation of a Statement

2.11.

2.12.
2.13.

State the negation of each of the following statements.
(a) +/2is a rational number.

(b) 0is not a negative integer.

(c) 111 is a prime number.

Complete the truth table in Figure 2.16.

State the negation of each of the following statements.
(a) The real number r is at most v/2.

(b) The absolute value of the real number « is less than 3.
(c) Two angles of the triangle are 45°.
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I I T
I IS

Figure 2.16  The truth table for Exercise 2.12.

(d) The area of the circle is at least 9.
(e) Two sides of the triangle have the same length.
(f) The point P in the plane lies outside of the circle C.

2.14. State the negation of each of the following statements.

(a) At least two of my library books are overdue.

(b) One of my two friends misplaced his homework assignment.
(c) No one expected that to happen.

(d) It’s not often that my instructor teaches that course.

(e) It’s surprising that two students received the same exam score.

Section 2.3: The Disjunction and Conjunction of Statements

2.15. Complete the truth table in Figure 2.17.

~Q PA(~Q)

o (NN
(NN

Figure 2.17  The truth table for Exercise 2.15

2.16. Forthesets A ={1,2,---,10}and B = {2, 4,6, 9, 12, 25}, consider the statements
P: ACB. Q:|A—B|=6.

Determine which of the following statements are true.
@PVvQO O®PV(~0) ©PAQ
E~PINQ (@ (~P)V(~0).

2.17. Let P: 15is odd. and Q : 21 is prime. State each of the following in words, and determine whether they are
true or false.

@PVvQO ®MPAQ ©CP)VO (dPACOQO).
2.18. Let S ={1,2,...,6} and let
P(A):AN{2,4,6} =@. and Q(A): A # 0.
be open sentences over the domain P(S).

(a) Determine all A € P(S) for which P(A) A Q(A) is true.
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(b) Determine all A € P(S) for which P(A) v (~Q(A)) is true.
(c) Determine all A € P(S) for which (~P(A)) A (~Q(A)) is true.

Section 2.4: The Implication

2.19.

2.20.
2.21.

2.22.

2.23.

2.24.

2.25.

Consider the statements P: 17 is even. and Q: 19 is prime. Write each of the following statements in words
and indicate whether it is true or false.
@~P OMPVO @©PAQ @P=0.

For statements P and Q, construct a truth table for (P = Q) = (~ P).

Consider the statements P : +/2 is rational. and Q : 22/7 is rational. Write each of the following statements
in words and indicate whether it is true or false.

@P=0 ®MO0=PFP @©©QCFP)=(0 WDH(FQO)=(P).

Consider the statements:

P: /2 is rational. 0: % is rational. R: \/5 is rational.

Write each of the following statements in words and indicate whether the statement is true or false.
@ P ANQ)=R ® P ANQ)=(~R)
©QU~PIND)=R (d)(PV Q)= (~R).

Suppose that {S, S»} is a partition of a set S and x € S. Which of the following are true?

(a) If we know that x ¢ S, then x must belong to S,.
(b) It’s possible that x ¢ S; and x ¢ S.

(c) Either x ¢ Sjorx ¢ S».

(d) Eitherx € S;orx € S,.

(e) It’s possible that x € S} and x € S;.

Two sets A and B are nonempty disjoint subsets of a set S. If x € S, then which of the following are true?

(a) It’s possible thatx € A N B.

(b) If x is an element of A, then x can’t be an element of B.

(c) If x is not an element of A, then x must be an element of B.
(d) It’s possible that x ¢ A and x ¢ B.

(e) For each nonempty set C, eitherx €e ANCorx € BNC.
(f) For some nonempty set C,bothx € AUC andx € BUC.

A college student makes the following statement:

If I receive an A in both Calculus I and Discrete Mathematics this semester, then I'll take either
Calculus IT or Computer Programming this summer.

For each of the following, determine whether this statement is true or false.

(a) The student doesn’t get an A in Calculus I but decides to take Calculus II this summer anyway.

(b) The student gets an A in both Calculus I and Discrete Mathematics but decides not to take any class this
summer.

(c) The student does not get an A in Calculus I and decides not to take Calculus II but takes Computer
Programming this summer.

(d) The student gets an A in both Calculus I and Discrete Mathematics and decides to take both Calculus II
and Computer Programming this summer.

(e) The student gets an A in neither Calculus I nor Discrete Mathematics and takes neither Calculus II nor
Computer Programming this summer.
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2.26. A college student makes the following statement:

2.27.

2.28.

2.29.

If I don’t see my advisor today, then I'll see her tomorrow.
For each of the following, determine whether this statement is true or false.

(a) The student doesn’t see his advisor either day.

(b) The student sees his advisor both days.

(c) The student sees his advisor on one of the two days.

(d) The student doesn’t see his advisor today and waits until next week to see her.

The instructor of a computer science class announces to her class that there will be a well-known speaker on
campus later that day. Four students in the class are Alice, Ben, Cindy and Don. Ben says that he’ll attend
the lecture if Alice does. Cindy says that she’ll attend the talk if Ben does. Don says that he will go to the
lecture if Cindy does. That afternoon exactly two of the four students attend the talk. Which two students
went to the lecture?

Consider the statement (implication):
If Bill takes Sam to the concert, then Sam will take Bill to dinner.
Which of the following implies that this statement is true?

(a) Sam takes Bill to dinner only if Bill takes Sam to the concert.

(b) Either Bill doesn’t take Sam to the concert or Sam takes Bill to dinner.
(¢) Bill takes Sam to the concert.

(d) Bill takes Sam to the concert and Sam takes Bill to dinner.

(e) Bill takes Sam to the concert and Sam doesn’t take Bill to dinner.

(f) The concert is canceled.

(g) Sam doesn’t attend the concert.

Let P and Q be statements. Which of the following implies that P v Q is false?
(@) (~ P)Vv(~ Q)isfalse. (b)(~ P)V Q is true.
©)(~P)A(~Q)istrue. (d) Q = Pistrue. (e) P A Q is false.

Section 2.5: More on Implications

2.30.

2.31.

2.32.

Consider the open sentences P(n) : Sn + 3 is prime. and Q(n) : 7n + 1 is prime., both over the domain N.

(a) State P(n) = Q(n) in words.

(b) State P(2) = Q(2) in words. Is this statement true or false?

(c) State P(6) = Q(6) in words. Is this statement true or false?

In each of the following, two open sentences P(x) and Q(x) over a domain § are given. Determine the truth
value of P(x) = Q(x) foreach x € §S.

@ PX):|x|=4; Ox):x=4; S={-4,-3,1,4,5}.

(b) P(x):x2=16; Q(x):|x| =4; S ={—6,—4,0,3,4,8)}.

(©) P(x):x>3; Q) :4x—1>12; §={0,2,3,4,6}.

In each of the following, two open sentences P (x) and Q(x) over a domain S are given. Determine all
x € § for which P(x) = Q(x) is a true statement.

@ Px):x—3=4, Qx):x>8; S=R.

(b) P(x):x>>1; O(x):x>1; S=R.

() P(x):x*>1; OQ(x):x>1; S=N.

(d P(x):xe[-1,2]; Q(x):x*<2; S=[-1,1].
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2.34.
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In each of the following, two open sentences P(x, y) and Q(x, y) are given, where the domain of both x
and y is Z. Determine the truth value of P(x, y) = Q(x, y) for the given values of x and y.
(@) P(x,y):x>—y?>=0.and O(x, y): x = y.
(x,y) € {1, -1),(3,4), (5,5}
(b) P(x,y): |x|=]yl|.-and O(x, y): x = y.
(x,y) €{(1,2), (2, =2), (6, 6)}.
(c) P(x,y):x*+y>=1.and Q(x,y):x +y = 1.
()C, J’) € {(17 _1)7 (_3’ 4)7 (Oa _l)v (17 0)}

Each of the following describes an implication. Write the implication in the form “if, then.”

(a) Any point on the straight line with equation 2y + x — 3 = 0 whose x-coordinate is an integer also has
an integer for its y-coordinate.

(b) The square of every odd integer is odd.

(¢) Letn € Z. Whenever 3n + 7 is even, n is odd.

(d) The derivative of the function f(x) = cosx is f'(x) = —sinx.

(e) Let C be a circle of circumference 47r. Then the area of C is also 4.

(f) The integer n° is even only if 7 is even.

Section 2.6: The Biconditional

2.35.
2.36.

2.37.

2.38.

2.39.

2.40.

241.

Let P : 18 is odd. and Q : 25 is even. State P < Q in words. Is P < Q true or false?

Let P(x) : x is odd. and Q(x) : x? is odd. be open sentences over the domain Z. State P(x) < Q(x) in two
ways: (1) using “if and only if”” and (2) using “necessary and sufficient.”

For the open sentences P(x) : |x — 3| < 1. and Q(x) : x € (2, 4). over the domain R, state the biconditional
P(x) & Q(x) in two different ways.
Consider the open sentences:

P(x):x = —2.and Q(x) : x> = 4.

over the domain S = {—2, 0, 2}. State each of the following in words and determine all values of x € S for
which the resulting statements are true.

(@~Px) (B)PX)VOWX) (©PHX)AQK (d)Px)= 0)

(e) O(x) = P(x) (0 P(x) & O(x).

For the following open sentences P(x) and Q(x) over a domain S, determine all values of x € § for which
the biconditional P(x) < Q(x) is true.

(@ Px):|x|=4;, Ox):x=4; §={-4,-3,1,4,5}.
b)) Px):x>3; O(x):4x—1>12; §={0,2,3,4,6}.
(c) P(x):x2=16; Q(x): x> —4x=0; S ={—6,—4,0,3,4,8).

In each of the following, two open sentences P (x, y) and Q(x, y) are given, where the domain of both x
and y is Z. Determine the truth value of P(x, y) < Q(x, y) for the given values of x and y.

(@ P(x,y): x> —y?>=0and; Q(x,y): x = y.
(x,y) e {d,=1),(3,4), (5,5}
(b) P(x,y):|x| =1yl and; Q(x,y) : x = y.
(x,y) €{(1,2),(2,=2), (6,6)}.
(©) P(x,y):x*+y*=1land; O(x,y):x +y=1.
(x,y) € {1, =1),(=3,4),(0, —1), (1, 0)}.
Determine all values of 7 in the domain § = {1, 2, 3} for which the following is a true statement:

. .. 3 . 2 .
A necessary and sufficient condition for “5™ to be even is that “5 is odd.
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2.42. Determine all values of n in the domain S = {2, 3, 4} for which the following is a true statement:

The integer @ is odd if and only if @ is even.

2.43. Let § = {1, 2, 3}. Consider the following open sentences over the domain S:

P(n): ) s odd.
Q(n): 2" 2432462 > (2.5" .
Determine three distinct elements a, b, ¢ in S such that P(a) = Q(a) is false, Q(b) = P (b) is false, and
P(c) & Q(c) is true.
244. Let § = {1, 2, 3, 4}. Consider the following open sentences over the domain S:
P(n): "("T_l) is even.

Q(n): 22 — (=2)"2is even.
R(n): 5"~ 42" is prime.

Determine four distinct elements a, b, ¢, d in S such that
(i) P(a) = Q(a)is false; (ii) Q(b) = P(b) is true;
>iii) P(c) & R(c)istrue; (iv) Q(d) & R(d) is false.
2.45. Let P(n): 2" — 1 is a prime. and Q(n): n is a prime. be open sentences over the domain
S ={2,3,4,5, 6, 11}. Determine all values of n € S for which P(n) < Q(n) is a true statement.

Section 2.7: Tautologies and Contradictions

2.46. For statements P and Q, show that P = (P Vv Q) is a tautology.
2.47. For statements P and Q, show that (P A (~ Q)) A (P A Q) is a contradiction.

2.48. For statements P and Q, show that (P A (P = Q)) = Q is a tautology. Then state (P A (P = Q)) = Q
in words. (This is an important logical argument form, called modus ponens.)

2.49. For statements P, Q and R, show that (P = Q) A (Q = R)) = (P = R) is a tautology. Then state this
compound statement in words. (This is another important logical argument form, called syllogism.)

2.50. Let R and S be compound statements involving the same component statements. If R is a tautology and S is
a contradiction, then what can be said of the following?
@ RvS M®MRAS (©)R=S (d S=R.

Section 2.8: Logical Equivalence
2.51. For statements P and Q, the implication (~P) = (~Q) is called the inverse of the implication P = Q.

(a) Use a truth table to show that these statements are not logically equivalent.

(b) Find another implication that is logically equivalent to (~ P) = (~ Q) and verify your answer.
2.52. Let P and Q be statements.

(a) Is ~ (P Vv Q) logically equivalent to (~P) Vv (~Q)? Explain.

(b) What can you say about the biconditional ~(P Vv Q) < ((~P) Vv (~Q))?

2.53. For statements P, Q and R, use a truth table to show that each of the following pairs of statements is
logically equivalent.

(@ (PAQ)< Pand P = Q.
(b) P = (QVR)and (~Q) = ((~P)V R).
2.54. For statements P and Q, show that (~Q) = (P A (~P)) and Q are logically equivalent.
2.55. For statements P, Q and R, show that (P vV Q) = R and (P = R) A (Q = R) are logically equivalent.



Exercises for Chapter 2 71

2.56. Two compound statements S and T are composed of the same component statements P, Q and R. If S and
T are not logically equivalent, then what can we conclude from this?

2.57. Five compound statements S;, Sy, S3, S4 and Ss are all composed of the same component statements P and
Q and whose truth tables have identical first and fourth rows. Show that at least two of these five statements
are logically equivalent.

Section 2.9: Some Fundamental Properties of Logical Equivalence
2.58. Verify the following laws stated in Theorem 2.18:

(a) Let P, QO and R be statements. Then

PV (Q AR)and (P VvV Q) A (P Vv R) are logically equivalent.
(b) Let P and Q be statements. Then
~(P Vv Q) and (~P) A (~Q) are logically equivalent.

2.59. Write negations of the following open sentences:

(a) Eitherx =0ory = 0.

(b) The integers a and b are both even.
2.60. Consider the implication: If x and y are even, then xy is even.

(a) State the implication using “only if.”

(b) State the converse of the implication.

(c) State the implication as a disjunction (see Theorem 2.17).

(d) State the negation of the implication as a conjunction (see Theorem 2.21(a)).

2.61. For a real number x, let P(x) : x> =2.and Q(x) : x = V2. State the negation of the biconditional P < Q
in words (see Theorem 2.21(b)).

2.62. Let P and Q be statements. Show that [(P V Q) A~ (P A Q)] =~ (P & Q).

2.63. Let n € Z. For which implication is its negation the following?
The integer 3n + 4 is odd and 5n — 6 is even.

2.64. For which biconditional is its negation the following?
n® and 7n + 2 are odd or n* and 7n + 2 are even.

Section 2.10: Quantified Statements

2.65. Let S denote the set of odd integers and let
P(x):x*+liseven. and OQ(x):x?iseven.

be open sentences over the domain S. State Vx € S, P(x) and 3x € S, Q(x) in words.
2.66. Define an open sentence R(x) over some domain S and then state Vx € S, R(x) and 3x € §, R(x) in words.
2.67. State the negations of the following quantified statements, where all sets are subsets of some universal set U':
(a) Foreveryset A, AN A=0.
(b) There exists a set A such that A C A.
2.68. State the negations of the following quantified statements:

(a) For every rational number 7, the number 1/r is rational.
(b) There exists a rational number r such that 2 = 2.
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2.69.

2.70.

2.71.

2.72.

2.73.

2.74.

2.75.

Chapter 2 Logic

Let P(n): (5n — 6)/3 is an integer. be an open sentence over the domain Z. Determine, with explanations,
whether the following statements are true:
(ayVn e Z, P(n). (b)3dn e Z, P(n).

Determine the truth value of each of the following statements.

(@3dr eR, x> —x =0. bG)VneN,n+1>2.

(c)Vx € R, vx2 = x. (d)3x € Q,3x2 —27 =0.
e)IxeR,IyeR,x+y+3=8  (HVx,yeRx+y+3=8.
(g)3x,y e R, x2+y2 =09, (hVx eR,Vy e R, x> 4+ y>=0.

The statement

For every integer m, either m < 1 or m? > 4,

can be expressed using a quantifier as:

VmeZ,m<1orm?>4,

Do this for the following two statements.

(a) There exist integers a and b such that both ab < 0anda + b > 0.

(b) For all real numbers x and y, x # y implies that x> 4 y> > 0.

(c) Express in words the negations of the statements in (a) and (b).

(d) Using quantifiers, express in symbols the negations of the statements in both (a) and (b).

Let P(x) and Q(x) be open sentences where the domain of the variable x is S. Which of the following
implies that (~ P(x)) = Q(x) is false for some x € §?

(@) P(x) A Q(x)is false for all x € S.

(b) P(x)istrue forall x € S.

(c) Q(x)istrueforall x € S.

(d) P(x)V Q(x) is false for some x € S.
(e) P(x)A(~ Q(x))is false forall x € S.

Let P(x) and Q(x) be open sentences where the domain of the variable x is 7. Which of the following
implies that P(x) = Q(x)istrueforallx € T?

(@) P(x) A Q(x)isfalseforallx e T.

(b) Qx)istrueforallx € T.

(¢) P(x)isfalseforallx € T.

(d) P(x)A(~(Q(x))istrue forsome x € T.
(e) P(x)istrueforallx € T.

® (~Px)A(~ Qx))isfalse forallx € T.

Consider the open sentence
P(x,y,z): (x =1 +(y—2%+(z—2?*>0.
where the domain of each of the variables x, y and z is R.

(a) Express the quantified statement Vx € R, Vy € R,Vz e R, P(x, y, z) in words.
(b) Is the quantified statement in (a) true or false? Explain.

(c) Express the negation of the quantified statement in (a) in symbols.

(d) Express the negation of the quantified statement in (a) in words.

(e) Is the negation of the quantified statement in (a) true or false? Explain.

Consider quantified statement

Forevery s € Sandr € S, st — 2 is prime.
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where the domain of the variables s and ¢ is § = {3, 5, 11}.

(a) Express this quantified statement in symbols.

(b) Is the quantified statement in (a) true or false? Explain.

(c) Express the negation of the quantified statement in (a) in symbols.

(d) Express the negation of the quantified statement in (a) in words.

(e) Is the negation of the quantified statement in (a) true or false? Explain.

Let A be the set of circles in the plane with center (0, 0) and let B be the set of circles in the plane with
center (1, 1). Furthermore, let

P(Cy, Cy): C; and C; have exactly two points in common.
be an open sentence where the domain of C; is A and the domain of C; is B.
(a) Express the following quantified statement in words:
VC, € A,3C, € B, P(Cy, Cy). (2.30)

(b) Express the negation of the quantified statement in (2.30) in symbols.
(c) Express the negation of the quantified statement in (2.30) in words.

For a triangle T, let r(T') denote the ratio of the length of the longest side of T to the length of the smallest
side of T'. Let A denote the set of all triangles and let

P(Ty, Ty): r(T2) = r(T)).
be an open sentence where the domain of both 7} and T3 is A.
(a) Express the following quantified statement in words:
AT, € A, VT, € A, P(T1, T»). (2.31)

(b) Express the negation of the quantified statement in (2.31) in symbols.
(c) Express the negation of the quantified statement in (2.31) in words.

Consider the open sentence P(a, b): a/b < 1. where the domain of @ is A = {2, 3, 5} and the domain of b
is B =1{2,4,6}.

(a) State the quantified statement Va € A, 3b € B, P(a, b) in words.

(b) Show the quantified statement in (a) is true.

Consider the open sentence Q(a, b): a — b < 0. where the domain of a is A = {3, 5, 8} and the domain of
bis B = {3, 6, 10}.

(a) State the quantified statement 3b € B, Va € A, Q(a, b) in words.
(b) Show the quantified statement in (a) is true.

Section 2.11: Characterizations of Statements

2.80.

2.81.
2.82.

Give a definition of each of the following and then state a characterization of each.

(a) Two lines in the plane are perpendicular.
(b) A rational number.
Define an integer # to be odd if # is not even. State a characterization of odd integers.

Define a triangle to be isosceles if it has two equal sides. Which of the following statements are
characterizations of isosceles triangles? If a statement is not a characterization of isosceles triangles, then
explain why.
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(a) If a triangle is equilateral, then it is isosceles.

(b) A triangle T is isosceles if and only if T has two equal sides.
(c) If a triangle has two equal sides, then it is isosceles.

(d) A triangle T is isosceles if and only if T is equilateral.

(e) If a triangle has two equal angles, then it is isosceles.

(f) A triangle T is isosceles if and only if T has two equal angles.

By definition, a right triangle is a triangle one of whose angles is a right angle. Also, two angles in a triangle
are complementary if the sum of their degrees is 90°. Which of the following statements are
characterizations of a right triangle? If a statement is not a characterization of a right triangle, then explain
why.

(a) A triangle is a right triangle if and only if two of its sides are perpendicular.
(b) A triangle is a right triangle if and only if it has two complementary angles.

(c) A triangle is a right triangle if and only if its area is half of the product of the lengths of some pair of its
sides.

(d) A triangle is a right triangle if and only if the square of the length of its longest side equals to the sum of
the squares of the lengths of the two smallest sides.

(e) A triangle is a right triangle if and only if twice of the area of the triangle equals the area of some
rectangle.

Two distinct lines in the plane are defined to be parallel if they don’t intersect. Which of the following is a
characterization of parallel lines?

(a) Two distinct lines ¢ and ¢, are parallel if and only if any line £ that is perpendicular to £ is also
perpendicular to £;.

(b) Two distinct lines £, and ¢, are parallel if and only if any line distinct from £; and £, that doesn’t
intersect £; also doesn’t intersect £,.

(c) Two distinct lines £; and ¢, are parallel if and only if whenever a line £ intersects £; in an acute angle «,
then £ also intersects £, in an acute angle «.

(d) Two distinct lines ¢ and ¢, are parallel if and only if whenever a point P is not on £;, the point P is not
on Zz.

ADDITIONAL EXERCISES FOR CHAPTER 2

2.85.
2.86.
2.87.

Construct a truth table for P A (Q = (~ P)).
Given that the implication (Q Vv R) = (~ P) is false and Q is false, determine the truth values of R and P.

Find a compound statement involving the component statements P and Q that has the truth table given in
Figure 2.18.

PQ ~Q
T|\T| F | T
T|\F| T | T
F|T| F | F
FIF| T | T

Figure 2.18  Truth table for Exercise 2.87.
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Determine the truth value of each of the following quantified statements:
(@3IreR,x*+2=0. ®b)VrneN,2>3 —n.

(c)Vx € R, |x| = x. (dIxeQ,x*—4=0.

@3Ix,yeR x+y=m. OVx,ycR x+y=x2+y%

Rewrite each of the implications below using (1) only if and (2) sufficient.

(a) If a function f is differentiable, then f is continuous.
(b) If x = —5, then x> = 25.

Let P(n): n* — n + 5 is a prime. be an open sentence over a domain S.

(a) Determine the truth values of the quantified statements Vn € S, P(n) and 3n € S, ~ P(n) for
S=1{1,2,3,4}.

(b) Determine the truth values of the quantified statements Vn € S, P(n) and 3n € S, ~ P(n) for
S=1{1,2,3,4,5}.

(c) How are the statements in (a) and (b) related?

(a) For statements P, Q and R, show that
(P ANQ)= R)= (P AN(~R)) = (~Q)).
(b) For statements P, Q and R, show that
(P AQ)= R)=((Q A (~R)) = (~P)).
For a fixed integer n, use Exercise 2.91 to restate the following implication in two different ways:
If n is a prime and n > 2, then 7 is odd.
For fixed integers m and n, use Exercise 2.91 to restate the following implication in two different ways:
If m is even and n is odd, then m + n is odd.

For a real-valued function f and a real number x, use Exercise 2.91 to restate the following implication in
two different ways:

If f'(x) =3x> —2x and f(0) = 4, then f(x) = x> — x> + 4.

For the set S = {1, 2, 3}, give an example of three open sentences P (n), Q(n) and R(n), each over the
domain S, such that (1) each of P(n), Q(n) and R(n) is a true statement for exactly two elements of S,

(2) all of the implications P(1) = Q(1), Q(2) = R(2) and R(3) = P(3) are true, and (3) the converse of
each implication in (2) is false.

Do there exist a set S of cardinality 2 and a set { P (n), Q(n), R(n)} of three open sentences over the domain
S such that (1) the implications P(a) = Q(a), Q(b) = R(b) and R(c) = P(c) are true, where a, b,c € S
and (2) the converses of the implications in (1) are false? Necessarily, at least two of these elements a, b and
c of S are equal.

LetA={1,2,...,6}and B ={1,2,...,7}).Forx € A, let P(x) : 7x + 4 is odd. For y € B, let
Q(y) : 5y +9is odd. Let

S={Px),001):xe A, ye B, P(x)= Q(y)is false}.
What is |S|?

Let P(x, y, z) be an open sentence, where the domains of x, y and z are A, B and C, respectively.

(a) State the quantified statement Vx € A,Vy € B, 3z € C, P(x, y, z) in words.
(b) State the quantified statement Vx € A,Vy € B,3z € C, P(x, y, z) in words for P(x, y,z) : x = yz.
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(c) Determine whether the quantified statement in (b) is true when A = {4, 8}, B = {2, 4} and
C ={1,2,4}.

2.99. Let P(x, y, z) be an open sentence, where the domains of x, y and z are A, B and C, respectively.

(a) Express the negation of Vx € A,Vy € B,3z € C, P(x, y, z) in symbols.

(b) Express ~ (Vx € A,Vy € B,3z € C, P(x, y, z)) in words.

(c) Determine whether ~ (Vx € A,Vy € B,3z € C, P(x, y, z)) is true when P(x, y,z): x +z = y. for
A=1{1,3},B=1{3,5,7and C = {0, 2, 4, 6}.

2.100. Write each of the following using “if, then.”

(a) A sufficient condition for a triangle to be isosceles is that it has two equal angles.

(b) Let C be a circle of diameter 4/2/m. Then the area of C is 1/2.

(c) The 4th power of every odd integer is odd.

(d) Suppose that the slope of a line £ is 2. Then the equation of £ is y = 2x + b for some real number b.
(e) Whenever a and b are nonzero rational numbers, @ /b is a nonzero rational number.

(f) For every three integers, there exist two of them whose sum is even.

(g) A triangle is a right triangle if the sum of two of its angles is 90°.

(h) The number /3 is irrational.



